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In the context of error control in random linear network coding, it is useful to construct codes that comprise well-separated collections of subspaces of a vector space over a finite field.

This thesis concerns the construction of non-constant-dimension projective space codes for adversarial error-correction in random linear network coding. The metric used is the so-called injection distance introduced by Silva and Kschischang, which perfectly reflects the adversarial nature of the channel.

A Gilbert-Varshamov-type bound for such codes is derived and its asymptotic behavior is analysed. It is shown that in the limit as the ambient space dimension approaches infinity, the Gilbert-Varshamov bound on the size of non-constant-dimension codes behaves similar to the Gilbert-Varshamov bound on the size of constant-dimension codes contained within the largest Grassmannians in the projective space.

Using the code-construction framework of Etzion and Silberstein, new non-constant-dimension codes are constructed; these codes contain more codewords than comparable codes designed for the subspace metric. To our knowledge this work is the first to address the construction of non-constant-dimension codes designed for the injection metric.
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Chapter 1

Introduction

1.1 Network Coding

Network coding was first introduced by Ahlswede et al. in 2000 [1], and has since received considerable amount of attention. The main idea behind network coding is to allow for the mixing of data at intermediate network nodes. The motivation behind this notion is best described through an example. Consider two cars traveling on independent paths that merge at an intersection. Clearly, it is not possible for both cars to pass through the merging point simultaneously. Hence, the only way would be for them to travel sequentially.

Now imagine that this intersection point is part of a communication network through which “information packets” travel instead of “cars”. In this case a traditional network would also form a queue for the data packets being transmitted, completely disregarding the fact that, unlike cars, data packets can undergo mathematical operations.

Figure 1.1(a) is an example of a simple network in which a node acts as a bottleneck. There is a single source and two destinations, both of which are interested in bits $A$ and $B$ produced at the source. Each link in the network has capacity to transmit a single bit at a time. In a traditional routing scheme, two transmissions are required at the min-cut in order for both receivers to recover both bits $A$ and $B$.

On the other hand, if mixing the data at intermediate nodes is allowed, then the centre link no longer acts as a bottleneck since the XOR of bits $A$ and $B$ may be transmitted as shown in Figure 1.1(b). Thus each destination node will receive one of the two bits along with their XOR, and is able to recover both bits. In particular, one receiver receives $A$ and $A \oplus B$, and is therefore able to recover $B = A \oplus (A \oplus B)$. Similarly another receiver
Figure 1.1: (a) With routing alone, \( v \) acts as a bottleneck. (b) With network coding \( A \oplus B \) is transmitted to both receivers simultaneously.

is able to recover \( A = B \oplus (A \oplus B) \). This simple example, known as the “butterfly network” [1], illustrates that network coding can result in an increase of throughput in a communication network. A transmission scenario similar to that of Figure 1.1 in which there exist a source and multiple destinations all interested in all of the source packets is regarded as “multicast transmission”.

In a communication network that uses network coding the output of an intermediate node at its outgoing links is a function \( f \) of its incoming packets. A natural question that arises is: “What would be a suitable and practical choice for \( f \)?”. A network may benefit from network coding only if the operations performed at intermediate nodes are feasible. This requires the design of \( f \) and its decoder to be simple enough so that the network complexity and the implementation costs are not increased to a prohibitive level.

In “linear network coding” [2, 3] \( f \) is constrained to be linear with respect to a finite field, requiring the intermediate nodes to transmit linear combinations of their incoming packets at their outgoing links. The fundamental benefit of this linearity constraint is the simplicity of coding operations, allowing network coding to be more practical. It is shown in [2] that for a sufficiently large packet size, linear network coding achieves multicast capacity.

The coefficients of the linear operations at the intermediate nodes may either be determined by a central authority, or at random. In the latter case, each node outputs a random linear combination of its incoming packets and the network is said to be using
“random linear network coding” [4, 5]. In [5] Ho. et al. show that for sufficiently large packet size random linear network coding also achieves multicast capacity.

Even in cases where throughput is not increased, random linear network coding may still be desirable as it simplifies the operation. Such a distributed approach is beneficial in that it allows for a decentralized operation that is also robust to dynamic network changes or link failures.

1.2 Linear Network Coding Channel

Consider a communication network represented as a directed graph with a single source multicasting information to a number of destination nodes. Packets are vectors of length $n$ over a finite field $\mathbb{F}_q$. A message to be transmitted by the source is a matrix $X \in \mathbb{F}_q^{m \times n}$ composed of $m$ packets $X_1, X_2, \ldots, X_m \in \mathbb{F}_q^n$ as its rows. Transmission through each link connecting one node to another in the network is assumed to be error-free.

An intermediate node transmits an $\mathbb{F}_q$-linear combination of its incoming packets. It is then easy to observe that every received packet is a linear combination of the source packets. Let $Y \in \mathbb{F}_q^{N \times n}$ be a received matrix composed of a set of $N$ received packets $Y_1, Y_2, \ldots, Y_N$ at a destination node. Then

$$ Y = \begin{bmatrix}
  Y_1 \\
  Y_2 \\
  \vdots \\
  Y_N
\end{bmatrix} = AX, \quad (1.1) $$

where $A \in \mathbb{F}_q^{N \times m}$ is the transfer matrix of the network from the source to that destination node. Clearly if $A$ is invertible then it is possible to recover $X$. In this case the network code is said to be “feasible”. It is shown in [5] that a random network code is feasible with high probability provided that the field size $q$ is sufficiently large.

In the case of random linear network coding, the transfer matrices are not predetermined as their entries are chosen independently and uniformly at random. In order to inform the destination nodes about the specific transfer matrices produced, typically an identity matrix is prepended to $X$. This way the random coefficients are recorded as the packets traverse through the network [5, 6].

So far we have assumed that packets are transmitted without error. This assumption is valid only if the links are truly error-free and the nodes fully comply with the
transmission protocol. However, this may not necessarily be the case in a real network.

Consider a packet $P_{u \rightarrow v}$ to be transmitted from $u$ to $v$. The link $u \rightarrow v$ from $u$ to $v$ may or may not be error-free in a real network. Thus $v$ can be modeled to have received $P'_{u \rightarrow v} = P_{u \rightarrow v} + E_{u \rightarrow v}$, where $E_{u \rightarrow v} \in \mathbb{F}_q^n$ is an error packet injected in link $u \rightarrow v$. If $E_{u \rightarrow v} = 0$ then no error has occurred on $u \rightarrow v$.

Let $\mathcal{L}$ be the total number of links in the network. The error packets $E_1, E_2, \ldots, E_{|\mathcal{L}|}$ injected in each link may be stacked in a matrix,

$$E = \begin{bmatrix} E_1 \\ E_2 \\ \vdots \\ E_{|\mathcal{L}|} \end{bmatrix}.$$ 

Note that $E_i$ with $i \in 1, 2, \ldots, |\mathcal{L}|$ may be zero denoting that link $i$ is error-free. By linearity of the network we obtain the following model for the linear network coding channel with additive errors:

$$Y = AX + BE, \quad (1.2)$$

where $B \in \mathbb{F}_q^{N \times |\mathcal{L}|}$ is the transfer matrix corresponding to the linear transformation applied to the error packets.

1.3 Error Control in Network Coding

The problem of error-correction in random network coding has recently become an active area of research [7–12]. The main motivation for this problem is the phenomenon of error-propagation in the network. Since the received packets are linear combinations of packets inserted at intermediate nodes, the system is very sensitive to transmission errors. Indeed, as illustrated in Figure 1.3, even a single corrupt packet, when combined with other packets in the network may render the entire transmission useless. Unfortunately, the error-correcting capability of any classical code designed for the Hamming metric may be overpowered by error-propagation in network coding. Thus, appropriate coding techniques based on more suitable distance metrics must be devised.

As described in the previous section, an error may occur in a network if the links are not guaranteed to be error free, or that the nodes do not fully comply with the network topology. The former corresponds to a random error model while the latter relates to
an adversarial error model. An adversary is a malicious node that may inject erroneous packets at some or all of its outgoing links. The corrupt packets injected by an adversary cannot possibly be rejected in the lower layers. Thus the effect of an adversary must be detected in the application layer. Our focus in this thesis is on adversarial error-correction in random linear network coding. In particular we assume that the network links are error-free, while there may exist malicious nodes in the network.

Fundamental limits for adversarial error-control in network coding were first devised in [13–17] under a deterministic network coding model. The main drawback of these constructions is their requirement for the field and packet sizes to be arbitrarily large. Kötter and Kschischang showed in [11,18] that due to the vector-space preserving nature of linear network coding, subspace coding is a suitable choice for error-correction in random linear network coding. In particular they observed that under ideal circumstances the space spanned by the source packets is the same as that spanned by the received packets. Thus a message may be encoded at the transmitter in a **vector-space** as opposed to a **vector**, the choice of which is conveyed via transmission of a set of spanning vectors for the space. As the generators of the input space traverse through the network, such disturbances as “insertions” and “deletions” of dimensions are applied by the channel. The degree of dissimilarity between the transmitted and the received space is captured in a metric called the “subspace distance”. The received subspace is decoded to the original transmitted space using a minimum subspace distance decoder. The term “**subspace coding**” comes from the fact that the input and output alphabet are subspaces of a vector space over a finite field.
Our code construction in Chapter 4 is motivated by the work of Etzion and Silberstein in [19]. Etzion and Silberstein extended the work of Kötter and Kschischang, introducing a class of codes called “Ferrers Diagram Lifted Rank-Metric Codes” which have a slightly higher rate than those presented in [12]. A detailed review of this work is presented in Section 4.1.

In an adversarial channel any disturbance induced by the channel (i.e. injection and deletion of dimensions) is produced via injection of packets by an adversary. When the insertion and deletion of dimensions as modeled by Kötter and Kschischang is translated to the number of packets injected in the network, only decoding guarantees can be obtained for the minimum subspace distance decoder. In [20] a new metric called the “injection distance” is introduced which fully captures the error-correcting capability of a subspace code designed for the random network coding channel. Injection distance is closely related to but different than the subspace distance and measures the amount of effort required by an adversary to transform one subspace to another. In the case of non-constant-dimension codes, the minimum injection distance decoder is shown to correct more errors than a minimum distance decoder associated with the subspace distance.

1.4 Contributions

In this thesis we focus on bounds and constructions of subspace codes designed for the injection distance. This choice of distance metric is the main parameter that distinguishes our work from the existing literature on subspace codes constructed for random linear network coding. Note that almost all existing bounds and constructions are based on the subspace distance. Moreover, with the exception of [19], the existing schemes are designed to construct codes of constant dimension as opposed to non-constant-dimension codes. The question has been lingering however as to how much a performance gain non-constant-dimension codes can achieve as compared to constant-dimension codes. In this work, we address the construction of non-constant-dimension projective space codes. In particular,

• we derive the size of a hypothetical sphere of a fixed radius centred at a subspace in a projective space;

• we derive a Gilbert-Varshamov-type bound on the size of non-constant-dimension subspace codes designed for the injection distance, and analyze its asymptotic be-
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haviour as the ambient space dimension approaches infinity;

• using the code-construction framework of Etzion and Silberstein [19], we construct new non-constant-dimension codes. In particular we propose an algorithm for partitioning the projective space via asymmetric codes; we also provide a general construction of the Ferrers Diagram Rank-Metric Codes as subcodes of linear Maximum-Rank-Distance (MRD) codes. Our codes contain more codewords than comparable codes designed for the subspace distance. Moreover, our codes contain the codes of [19] as a special case.

Part of the results in this thesis has been published in [21].

1.5 Outline

The remainder of the thesis is organized as follows:. In Chapter 2 we establish the notation used in this thesis and review mathematical preliminaries on projective spaces. We also briefly review the theory of rank-metric codes, as part of our code construction presented in Chapter 4 is based on these codes. In Chapter 3 we present a Gilbert-Varshamov-type bound on the size of projective space codes separated via a minimum injection distance. In Chapter 4, we describe our construction scheme, and present numerical results, providing comparison with the existing constructions. In Chapter 5 we provide our conclusions and suggestions for future work.
Chapter 2

Preliminaries

The aim of this chapter is to review the necessary mathematical background and establish the notation used in this thesis. We start with notations in Section 2.1. In Section 2.2 we review the projective space and Grassmannian. Finally, Section 2.6 reviews the basic theory of rank-metric codes, which is used in our construction of projective space codes introduced in Chapter 4.

2.1 Notation

Let $q \geq 2$ be a power of a prime. In this thesis, all vectors and matrices are defined over the finite field $\mathbb{F}_q$, unless otherwise mentioned. We denote by $\mathbb{F}_q^{m \times n}$, the set of all $m \times n$ matrices over $\mathbb{F}_q$. The linear span of a set of $k$ vectors $v_1, \ldots, v_k$ is denoted by $\langle \{v_1, \ldots, v_k\} \rangle$, and the row-space of a matrix $X \in \mathbb{F}_q^{m \times n}$ by $\langle X \rangle$.

Let $v$ be a vector. The $i^{th}$ entry of $v$ is denoted by $v_i$ and the number of non-zero elements of $v$ is denoted by $wt(v)$. We define the support set of $v$, denoted supp$(v)$ to be the set of indices corresponding to the non-zero entries of $v$. For a matrix $X \in \mathbb{F}_q^{m \times n}$ and a set $S \subseteq \{1, \ldots, m\}$, we denote by $X_S$ the submatrix of $X$ consisting of the rows indexed by $S$ (in increasing order). If $v = (v_1, v_2, \cdots, v_n)$ is a binary vector we denote its logical complement by $\overline{v} = (\overline{v}_1, \overline{v}_2, \cdots, \overline{v}_n)$, where $\overline{0} = 1$ and $\overline{1} = 0$.

Let $x$ and $y$ be two binary vectors of length $n$. We denote the number of positions $i \in \{0, 1, 2, \cdots, n\}$ where $x_i$ is one and $y_i$ is zero by $N(x, y)$, their Hamming distance by $d_H(x, y)$ and the logical AND operation between $x$ and $y$ by $\land$.

The $m \times n$ all-zero matrix and the $k \times k$ identity matrix are denoted by $0_{m \times n}$ and $I_{k \times k}$ respectively. The row (column) rank of a matrix $X \in \mathbb{F}_q^{m \times n}$ is the maximum number of
rows (columns) of $X$ that are linearly independent. As the row and the column rank of $X$ are always equal, we may simply regard them as the rank of $X$, denoted $\text{rank } X$. We denote the row-space of a matrix $X$ by $\langle X \rangle$.

Let $P$ be a logical statement. We define the function $I(P)$, to take on a value of 1 if $P$ is true, and 0 otherwise.

2.2 Projective Spaces

**Definition 2.2.1.** Let $\mathbb{F}_q$ be a finite field with $q$ elements and let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$. The set of all subspaces of $V$ forms a Projective Space $\mathcal{P}_q^n$ of order $n$ over $\mathbb{F}_q$.

**Definition 2.2.2.** Let $\mathbb{F}_q$ be a finite field with $q$ elements and let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$. For a non-negative integer $k \leq n$ the set of all $k$-dimensional subspaces of $V$, denoted $\mathcal{G}(n,k)$ is called a Grassmannian.

Thus $\mathcal{P}_q^n$ can be viewed as a union of the Grassmannian for all $k \leq n$, i.e.,

$$\mathcal{P}_q^n = \bigcup_{k=0}^{n} \mathcal{G}(n,k).$$

![Figure 2.1: $\mathcal{P}_q^n$ viewed as a union of Grassmannian](image)

A $k$-dimensional vector space $V$ in $\mathcal{P}_q^n$ can be viewed as the row-space of a $k \times n$ generator matrix over $\mathbb{F}_q$, whose rows form a basis for $V$. Such a matrix is not unique, as any set...
of \( k \) linearly independent vectors in \( V \) can form a basis and hence a generator matrix for \( V \). However, exactly one such matrix is in Reduced Row Echelon Form (RREF). Hence every \( k \)-dimensional vector space \( V \) in \( \mathcal{P}_q^n \) arises uniquely as the row-space of a \( k \times n \) matrix in RREF. We denote by \( RRE(M) \) the Reduced Row Echelon Form of \( M \). Recall that if \( M' = RRE(M) \), then \( M' \) satisfies the following three properties:

1. The first nonzero entry (or leading coefficient) of every row of \( RRE(M') \) is 1.

2. Every leading coefficient is the only nonzero entry in its column,

3. The leading coefficient of every row appears strictly to the right of that of the row above it.

**Example 2.2.1.** For example

\[
M_1 = \begin{bmatrix} 1 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 \end{bmatrix} \quad \text{and} \quad M_2 = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 \end{bmatrix}
\]

are in RREF, while

\[
M_3 = \begin{bmatrix} 0 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 0 & 1 \end{bmatrix}
\]

is not.

Let \( r \) be an arbitrary row of \( X = RRE(M) \). The first nonzero entry of \( r \) is regarded as its **leading coefficient**. Notice that since \( X \) is in RREF, if the leading coefficient of \( r \) does not appear as its first entry, it must be preceded by a number of zeros. We regard the zero entries preceding the leading coefficient of \( r \) as **terminal zeros**. We will use this terminology regarding matrices in RREF to describe the code constructions in Chapter 4.

**Definition 2.2.3.** Let \( U \) and \( V \) be two subspaces in \( \mathcal{P}_q^n \). The intersection

\[
U \cap V = \langle \{ u : u \in U \text{ and } u \in V \} \rangle
\]

is the largest vector space in \( \mathcal{P}_q^n \) that is contained in both \( U \) and \( V \).

**Definition 2.2.4.** Let \( U \) and \( V \) be two subspaces in \( \mathcal{P}_q^n \). The sum-space

\[
U + V = \{ u + v : u \in U, v \in V \}
\]

is the smallest vector space in \( \mathcal{P}_q^n \) that contains both \( U \) and \( V \).

For two space \( U \) and \( V \) we have

\[
\dim(U + V) = \dim U + \dim V - \dim (U \cap V).
\]
Definition 2.2.5. Let \( n \) and \( k \) be two non-negative integers, with \( k \leq n \). The \( q \)-ary Gaussian coefficient (or the \( q \)-binomial coefficient) is defined as
\[
\binom{n}{k}_q \triangleq \frac{(q^n - 1)(q^{n-1} - 1) \cdots (q^{n-k+1} - 1)}{(q^k - 1)(q^{k-1} - 1) \cdots (q - 1)}
\] (2.1)

Note that \( \binom{n}{n}_q = \binom{n}{0}_q = 0 \).

Theorem 2.2.1 ([22]). The Gaussian coefficient \( \binom{n}{k}_q \) gives the number of distinct \( k \)-dimensional subspaces of an \( n \)-dimensional vector space over \( \mathbb{F}_q \).

For convenience, we omit the parameter \( q \), and will denote \( \binom{n}{k}_q \) by \( \binom{n}{k} \) in the rest of the thesis.

Lemma 2.2.1. Let \( V \) be a \( k \)-dimensional vector space in \( \mathcal{P}_q^n \), and let \( W \) be a fixed \( l \)-dimensional subspace of \( V \). The number of \( m \)-spaces in \( \mathcal{P}_q^n \) whose intersection with \( V \) is \( W \) is given by,
\[
N(n, k, m, l) = q^{(k-l)(m-l)} \binom{n-k}{m-l}.
\]

Proof. We may extend \( W \) to an \((l+1)\)-space \( U_1 \in \mathcal{P}_q^n \) such that \( U_1 \cap V = W \) in \( q^n - q^k \) ways. To see this observe that we can adjoin to \( W \) any of the \( q^n - q^k \) vectors not in \( V \) to construct \( U_1 \). However, by this procedure any potential \( m \)-space containing \( U_1 \) will arise exactly \( q^m - q^l \) times. Similarly, we can construct an \((l+2)\)-space \( U_2 \), with \( U_2 \cap V = W \) in \( q^n - q^{k+1} \) ways: we can adjoin to the sum-space \((W + U_1)\) any of the \( q^n - q^{k+1} \) vectors that are not in the \((U_1 + V)\). However, again any \( m \)-spaces containing \( U_2 \) arises exactly \( q^m - q^{l+1} \) times. Following this counting procedure recursively we obtain,
\[
N = \left( \frac{q^n - q^k}{q^m - q^l} \right) \left( \frac{q^n - q^{k+1}}{q^{m} - q^{l+1}} \right) \cdots \left( \frac{q^n - q^{k+m-l+1}}{q^m - q^{m-l}} \right)
\]
\[
= q^{(k-l)(m-l)} \left( \frac{q^n - k - 1}{q^{m-l} - 1} \right) \left( \frac{q^{n-k-1} - 1}{q^{m-l-1} - 1} \right) \cdots \left( \frac{q^{n-k-m+l-1} - 1}{q - 1} \right)
\]
\[
= q^{(k-l)(m-l)} \binom{n-k}{m-l}
\]

Lemma 2.2.2. Let \( V \) be a \( k \)-dimensional vector space in \( \mathcal{P}_q^n \). The total number of \( m \)-spaces that intersect \( V \) in some \( l \)-space is given by,
\[
q^{(k-l)(m-l)} \binom{k}{l} \binom{n-k}{m-l}
\]

Proof. Follows directly from Theorem 2.2.1 and Lemma 2.2.1.
2.3 Metrics on Projective Spaces

Just as in classical coding theory, a notion of distance is required to quantify the distinction between codewords. In this thesis we are concerned with codes over projective spaces, hence we discuss distance metrics defined on projective spaces.

Let $U$ and $V$ be two distinct subspaces in $\mathcal{P}_q^n$. Although $U$ and $V$ are assumed to be distinct, their intersection $U \cap V$ need not be empty, however they must necessarily be different in at least a single dimension. The subspace distance proposed by Kötter and Kschischang in [11] captures the degree of such dissimilarity between two spaces.

**Definition 2.3.1 ([11]).** The subspace distance between subspaces $U$ and $V$ in $\mathcal{P}_q^n$ is defined as follows:

$$d_S(U, V) \triangleq \dim(U + V) - \dim(U \cap V) = \dim(U) + \dim(V) - 2\dim(U \cap V) = \dim(U + V) - \dim(U) - \dim(V).$$

(2.2)

**Theorem 2.3.1 ([11]).** The subspace distance $d_S(\cdot, \cdot)$ is a metric.

**Definition 2.3.2 ([20]).** The injection distance between two subspaces $U$ and $V$ in $\mathcal{P}_q^n$ is defined as follows:

$$d_I(U, V) \triangleq \max\{\dim U, \dim V\} - \dim(U \cap V) = \dim(U + V) - \dim(U \cap V) = \frac{1}{2}d_S(U, V) + \frac{1}{2}|\dim U - \dim V|.$$

(2.3)

The injection distance measures the minimum number of packet injections required for $U$ and $V$ to be transformed to one another. Note that if $\dim U = \dim V$ then $d_I(U, V)$ and $d_S(U, V)$ are equal up to scale. The minimum injection and subspace distance of a set $\Omega \subseteq \mathcal{P}_q^n$ are denoted $d_I(\Omega)$ and $d_S(\Omega)$ respectively.

**Theorem 2.3.2 ([20]).** The injection distance $d_I(\cdot, \cdot)$ is a metric.

Let $\Omega$ be a set and $\delta$ a metric defined on $\Omega$. We define the minimum distance of a subset $\Omega' \subseteq \Omega$ as follows:

$$\delta(\Omega') = \min_{\alpha, \beta \in \Omega'} \delta(\alpha, \beta)$$

(2.4)

In particular, let $\mathcal{S} \subseteq \mathcal{P}_q(n)$ be a set of subspaces in $\mathcal{P}_q(n)$. The minimum injection distance of $\mathcal{S}$, denoted $d_I(\mathcal{S})$ and $d_S(\mathcal{S})$ are defined by Equation 2.4, with $\Omega$ replaced with $\mathcal{P}_q(n)$, $\Omega'$ with $\mathcal{S}$, and $\delta$ replaced with $d_I$ and $d_S$ respectively.
2.4 Codes Over Projective Spaces

Having defined metrics over $\mathcal{P}_q^n$ we are now ready to formally define projective space codes. A code over $\mathcal{P}_q^n$ is a collection of subspaces $U \in \mathcal{P}_q^n$ with a prescribed minimum distance. We distinguish between codes designed for the subspace distance and those designed for the injection distance by using the following notation:

**Definition 2.4.1.** A code $\mathcal{C} \subseteq \mathcal{P}_q^n$ is an $(n,d)_s$ code over $\mathcal{P}_q^n$ if $d_s(\mathcal{C}) = d$, i.e.

$$\text{for all } U, V \in \mathcal{C}, U \neq V \implies d_s(U,V) \geq d$$

**Theorem 2.4.1** ([11]). An $(n,d)_s$ code $\mathcal{C}$ can correct any $t$ error packets if $d_s(\mathcal{C}) > 4t$.

**Definition 2.4.2.** A code $\mathcal{C} \subseteq \mathcal{P}_q^n$ is an $(n,d)_i$ code over $\mathcal{P}_q^n$ if $d_i(\mathcal{C}) = d$, i.e.

$$\text{for all } U, V \in \mathcal{C}, U \neq V \implies d_i(U,V) \geq d$$

**Theorem 2.4.2** ([20]). An $(n,d)_i$ code $\mathcal{C}$ can correct any $t$ error packets **if and only if** $d_i(\mathcal{C}) > 2t$.

**Definition 2.4.3.** An $(n,d)_i$ projective space code $\mathcal{C}$ is an $(n,d,k)$ constant-dimension code if $\mathcal{C} \subseteq \mathcal{G}(n,k)$ for some $k \in \{0,1,\ldots,n\}$.

Throughout this thesis, we denote by $A_q(n,d,k)$ the maximum size of an $(n,d,k)$ code in $\mathcal{G}(n,k)$. Similarly $A_q^S(n,d)$ and $A_q(n,d)$ denote the maximum size of an $(n,d)_s$ and $(n,d)_i$ code in $\mathcal{P}_q(n)$ respectively.

Let $\Omega \subseteq \mathcal{P}_q(n)$ be an $(n,d)_s$ code, and assume that there exists a channel which maps an input code $U \in \Omega$ to some subspace $V \in \mathcal{P}_q(n)$. Let $U \in \Omega$ be transmitted and $V \in \mathcal{P}_q(n)$ received. A minimum subspace distance decoder for $\Omega$ computes $\hat{U}$ according to the following decoding rule:

$$\hat{U} = \arg\min_{U \in \Omega} d_s(U,V)$$

Similarly, if $\Omega$ is an $(n,d)_i$ code, then a minimum injection decoder computes $\hat{U}$ according to $\hat{U} = \arg\min_{U \in \Omega} d_i(U,V)$.

An example by [20] examines a situation where a subspace code designed for the injection distance may be desirable over one designed for the subspace distance in an adversarial channel.
Example 2.4.1. Imagine a simple codebook with codewords $V_1$ and $V_2$. Assume that $U \in P_q(n)$ is received, as shown in Figure 2.4. A minimum-$d_S$-decoder decodes to $V_1$ as $d_S(U, V_1) = 5 < d_S(U, V_2) = 6$. A minimum-$d_I$-decoder on the other hand decodes to $V_2$ as $d_I(U, V_2) = 3 < d_I(U, V_1) = 5$.

Notice that the subspace distance treats insertions and deletions of dimensions symmetrically. However, as shown in Example 2.4.1 it is possible that the injection of a single packet causes a replacement of dimension which captures erasure of a dimension and insertion of another. More specifically, in the above example it is possible to transform $V_2$ to $U$ by injection of three packets, each of which replaces a dimension in $V_2$. A minimum-$d_I$-decoder explains a received subspace with as few packet-injections as possible, thus arriving at the solution that minimizes the number of packet errors injected by an adversary.

2.5 Generalized Gilbert-Varshamov Bound for a General Metric Space

Let $\Omega$ be a set and $\delta$ a metric defined on $\Omega$. Let $C \subseteq \Omega$ be a code of minimum distance at least $d$ in $\Omega$. The general derivation of the Gilbert-Varshamov bound can be described algorithmically as follows:

1. Initialize $C$ to the emptyset, set $i = 1$ and label all elements in $\Omega$ as “non-excluded”.

Figure 2.2: Lattice of Subspaces in Example 2.4.1: Two spaces are joined with a dashed line if one is a subspace of the other. (a) A minimum-$d_S$-decoder decodes to $V_1$. (b) A minimum-$d_I$-decoder decodes to $V_2$. 
2. While there are non-excluded points in $\Omega$, do the following:

(a) Select some non-excluded element $c_i \in \Omega$ (at random, for example).
(b) Add $c_i$ to the code, i.e. replace $C$ with $C \cup \{c_i\}$.
(c) Mark $c_i$ and all elements in $\Omega$ within distance $d - 1$ from $c_i$ as excluded.
(d) set $i$ to $i + 1$.

Upon termination of the above algorithm $C$ contains a collection of codewords whose minimum distance is at least $d$. Let $\mathcal{B}_\alpha(t) \triangleq \{ \beta \in \Omega : \delta(\alpha, \beta) \leq t \}$ be a sphere of radius $t$ centered at $\alpha$ in $\Omega$. We have the following union bound:

$$\sum_{c \in C} |\mathcal{B}_c(d - 1)| \geq |\Omega|,$$

(2.5)

If the size of a sphere in $\Omega$ depends merely on its radius, then we can simply factor out the sphere sizes from the summation in Equation 2.5 and obtain a lower bound on $|C|$.

For example, in classical coding theory, the distance metric used is the familiar Hamming distance and the code alphabet forms a homogeneous space (i.e. Hamming space) in which the sphere sizes are independent of their centres. Due to the homogeneity of the Hamming space, derivation of the classical Gilbert-Varshamov bound is rather simple. Irrespective of its centre, the size of a Hamming sphere of radius $t$ in $\mathbb{F}_q^n$ is given by

$$\sum_{j=0}^{t} \binom{n}{j} (q - 1)^j.$$\n
In this case, we obtain the Gilbert-Varshamov bound from Equation 2.5:

$$|C| \geq \frac{q^n}{\sum_{i=0}^{d-1} \binom{n}{j} (q - 1)^j}.$$\n
Now assume that $\Omega$ is not a homogenous space in the sense that spheres of the same radius in $\Omega$ are not all of the same size. In this case the above approach may not be suitable for the derivation of a Gilbart-Varshamov bound for codes over $\Omega$.

In [23] Tolhuizen extends the general idea of Gilbert-Varshamov bound to such spaces. Let $\overline{B}(t) \triangleq \frac{1}{|\Omega|} \sum_{\alpha \in \Omega} |\mathcal{B}_\alpha(t)|$ denote the average size of a sphere of radius $t$ in $\Omega$. Tolhuizen showed in [23] that the maximum size of a code $C \subseteq \Omega$ of minimum distance $d$ is at least

$$\frac{|\Omega|}{|\overline{B}(d-1)|}.$$\n
We use this result in Section 3.3 to obtain a Gilbert-Varshamov bound on $A_q(n, d)$. Therefore, in this section we provide a detailed review of this general method. First, we need the following definition and theorem from extremal graph-theory:
**Definition 2.5.1** (k-Clique in a Graph [24]). Let $G = (\mathcal{V}, \mathcal{E})$ be an undirected graph. A subset $\mathcal{V}' \subseteq \mathcal{V}$ of cardinality $k$ is said to form a $k$-clique if there exists an edge between every pair of vertices in $\mathcal{V}'$.

**Theorem 2.5.1** (Turan’s Theorem [24]). If a graph $G = (\mathcal{V}, \mathcal{E})$ on $n$-vertices has no $k$-clique, with $k \geq 3$, then

$$|\mathcal{E}| \leq (1 - \frac{1}{k-1}) \frac{n^2}{2}$$

In order to construct a code $\mathcal{C}$ of minimum distance $\delta(\mathcal{C}) = d$ in $\Omega$ we may first construct a graph $G$ with vertex set $\mathcal{V} = \Omega$, in which two vertices $x$ and $y$ are adjacent if and only if $\delta(x, y) \geq d$. The induced subgraph is a code in $\Omega$ with minimum distance $d$. Thus designing a code of cardinality $k$ in $P_q(n)$ is equivalent to finding a $k$-clique in $G$. Let $\mathcal{E}$ denote the edge set of $G$. We have

$$|\mathcal{E}| = \frac{1}{2} \sum_{x \in \Omega} (|\Omega| - |B_x(d-1)|)$$

where, the factor of $\frac{1}{2}$ is due to the symmetric property of $\delta(\cdot, \cdot)$.

Let $\overline{B}(d-1) = \frac{1}{|\Omega|} \sum_{x \in \Omega} |B_x(d-1)|$ denote the average sphere size in $\Omega$. Then,

$$|\mathcal{E}| = \frac{1}{2} \sum_{x \in \Omega} (|P_q(n)| - |B_x(d-1)|)$$

$$= \frac{1}{2} |P_q(n)| (|\Omega| - \overline{B}(d-1)). \quad (2.6)$$

Now, by Turan’s Theorem, in order to have a code of cardinality $k$ and minimum distance $d$, $|\mathcal{E}|$ must satisfy $|\mathcal{E}| > \frac{k - 2 |\Omega|^2}{k-1}$. Substituting $|\mathcal{E}|$ with Equation 2.6 we must have

$$k < 1 + \frac{|\Omega|}{\overline{B}(d-1)}.$$ 

Thus, for a code $\mathcal{C}$ of maximum size in $\Omega$ we have,

$$|\mathcal{C}| \geq \frac{|\Omega|}{\overline{B}(d-1)}$$

$$= \frac{|\Omega|^2}{\sum_{x \in \Omega} |B_x(d-1)|}$$

### 2.6 Rank-Metric Codes

Let $X$ and $Y$ be two matrices in $\mathbb{F}_q^{m \times n}$. The rank distance between $X$ and $Y$, denoted $d_R(X, Y)$ is defined as

$$d_R(X, Y) \triangleq \text{rank}(Y - X) \quad (2.7)$$
As shown in [25] the rank distance is indeed a metric. In particular it satisfies the triangle inequality, due to the following familiar property of matrices:

$$\text{for all } X, Y \in \mathbb{F}_q^{m \times n} \exists \text{rank}(X + Y) \leq \text{rank} X + \text{rank} Y$$

Thus $\mathbb{F}_q^{m \times n}$ is a metric-space. A rank-metric code $C \subseteq \mathbb{F}_q^{m \times n}$ is a matrix code used in the context of the rank metric. The minimum rank distance of $C$, denoted $d_R(C)$, is the minimum rank distance between all pairs of distinct codewords in $C$, i.e.

$$d_R(C) \triangleq \min_{x \neq y \in C} \text{rank}(x - y)$$  \hspace{1cm} (2.8)$$

There exists a rich coding theory for rank-metric codes that is analogous to the classical coding theory in the Hamming space. In particular, the following theorem due to [25] gives a Singleton-type bound for rank metric codes.

**Theorem 2.6.1.** Every rank metric code $C$ must satisfy

$$\log_q |C| \leq \max\{m, n\}(\min\{m, n\} - d + 1)$$  \hspace{1cm} (2.9)$$

A rank metric code achieving the bound of Theorem 2.6.1 with equality is said to be a Maximum-Rank-Distance (MRD) code. MRD codes are known to exist for all choice of parameters $q, m, n$ and $d \leq \min\{m, n\}$.

Let $\mathbb{F}_q$ be a field with $q$ elements, where $q \geq 2$ is a power of a prime. Let $\mathbb{F}_q^m$ with $m \geq 1$ be an extension of $\mathbb{F}_q$. Since $\mathbb{F}_q^m$ can also be regarded as an $m$-dimensional vector space over $\mathbb{F}_q$, for any basis of $\mathbb{F}_q^m$ with respect to $\mathbb{F}_q$ an element of $\mathbb{F}_q^m$ can be expanded to a vector of length $m$ over $\mathbb{F}_q$. Thus the rank of a vector $v = (v_1, v_2, \cdots, v_n) \in \mathbb{F}_q^n$ is the rank of the $m \times n$ matrix obtained by expanding each entry of $v$ to an $m \times 1$ column vector over $\mathbb{F}_q$. In this context, a rank-metric code $C \subseteq \mathbb{F}_q^m$ can simply be regarded as a block code of length $n$ over $\mathbb{F}_q^n$. Gabidulin codes, presented by Gabidulin [25] are an important class of MRD codes, which are the analogues of the Generalized Reed-Solomon codes designed for the rank metric.

Let $q \geq 2$ be a power of a prime and let $g_1, g_2, \cdots, g_n \in \mathbb{F}_q^m$ with $m \geq 1$ be linearly independent over the base field $\mathbb{F}_q$. A Gabidulin code with minimum rank distance $d_R(G) = d$ is a rank metric code that has as its generator matrix,

$$G = \begin{pmatrix}
g_1 & g_2 & \cdots & g_n \\
g_1^{[1]} & g_2^{[1]} & \cdots & g_n^{[1]} \\
\vdots & \vdots & \ddots & \vdots \\
g_1^{[k-1]} & g_2^{[k-1]} & \cdots & g_n^{[k-1]} \\
\end{pmatrix}$$  \hspace{1cm} (2.10)$$
where \([i] = q^i\). Similarly, its parity check matrix has the form,

\[
H = \begin{pmatrix}
h_1 & h_2 & \ldots & h_n \\
h_1^{[1]} & h_2^{[1]} & \ldots & h_n^{[1]} \\
\vdots & \vdots & \ddots & \vdots \\
h_1^{[k-1]} & h_2^{[k-1]} & \ldots & h_n^{[k-1]}
\end{pmatrix}
\] (2.11)

where \(h_1, \ldots, h_n \in \mathbb{F}_{q^m}\) are linearly independent over \(\mathbb{F}_q\) and \(k = \log |\mathcal{G}|\). Efficient polynomial-time decoding algorithms exist that correct errors of rank up to \(\left\lfloor \frac{d - 1}{2} \right\rfloor\); see [26] and references therein.
Chapter 3

Bounds on the Parameters of Projective Space Codes

In this chapter we derive a generalized Gilbert-Varshamov-type bound on the size of \((n, d)_{d_I}\) codes. We start in Section 3.1 with the formulation of spheres in any metric space and in particular in \(P_q(n)\). We also review the existing Gilbert-Varshamov-type bounds on the size of \((n, d, k)\) and \((n, d)_{d_S}\) codes. In Section 3.2 we derive the size of a sphere in \(P_q(n)\), where \(d_I\) is used as a measure of distance. In Section 3.3, we present our derivation of the generalized Gilbert-Varshamov-type bound the size of \((n, d)_{d_I}\) codes. For completeness, a survey on existing bounds on the size of constant-dimension \((n, d, k)\) subspace codes, as well as non-constant-dimension \((n, d)_{d_S}\) codes is included in Appendix B.

3.1 Background and Related Work

3.1.1 Spheres in \(P_q(n)\)

Let \(\Omega\) be a set and \(\delta\) a metric defined on \(\Omega\). A sphere (ball) of radius \(t\) centred at \(\alpha\) is defined as the set of all elements in \(\Omega\) at a distance at most \(t\) from \(\alpha\), i.e.

\[ B_{\alpha}(t) \triangleq \{ \beta \in \Omega : \delta(\alpha, \beta) \leq t \} . \]

As discussed in Section 2.2, a projective space \(P_q(n)\) of order \(n\) forms metric spaces \((P_q(n), d_I)\) and \((P_q(n), d_S)\) with respect to \(d_I(\cdot, \cdot)\) and \(d_S(\cdot, \cdot)\) respectively. Thus spheres centred at a subspace \(V \in P_q(n)\), may be defined in both metric spaces \((P_q(n), d_S)\) and \((P_q(n), d_I)\). We denote a sphere of radius \(t\) centred at some \(V \in (P_q(n), d_I)\) by \(B_V(t)\), and one centred at some \(V \in (P_q(n), d_S)\) by \(B_V^S(t)\). Kötter and Kschischang give the
Theorem 3.1.1 ([11]). Let $B_V(t, k)$ denote the set of all spaces in $G_q(n, k)$ with subspace distance at most $t \leq 2k$ from $V \in G_q(n, k)$. The number of spaces in $B^S_V(t, k)$, denoted $B(t, k)$, is independent of $V$ and equals

$$|B_V(t, k)| = \sum_{i=0}^{t} q^{i^2} \left[ \frac{k^i}{i^{n-k}} \right]$$

The size of a non-constant-dimension sphere $B^S_V(t)$ within $P_q(n)$ is given in [7] as follows:

Theorem 3.1.2 ([7]). Let $V$ be a space of dimension $k \leq n$ in $P_q(n)$. For $t \leq n$, the number of spaces in $B^S_V(t)$ is given by

$$|B^S_V(t)| = \sum_{r=0}^{t} \sum_{j=0}^{r} q^{j(r-j)} \left[ \frac{n-k}{r-j} \right] \left[ \frac{k}{j} \right] \left[ \frac{n}{k} \right]$$

### 3.1.2 Gilbert-Varshamov-type Bounds on $A_q(n, d, k)$ and $A^S_q(n, d)$

In Section 2.5 we presented a general discussion on Gilbert-Varshamov bound for codes in any metric space. As discussed in Section 2.5, the derivation of a Gilbert-Varshamov bound on the size of codes in a homogeneous metric-space is rather simple. This is due to the fact that the size of a sphere in such a space is independent of its center. This condition holds for constant-dimension codes in $G_q(n, k)$. In particular, by Theorem 3.1.1 the size of a sphere $B_V(t, k)$ in $G_q(n, k)$ is independent of $V$. In this case Equation 2.5 results in the following Gilbert-Varshamov bound for $A_q(n, d, k)$ established by Kötter and Kschischang:

Theorem 3.1.3 ([11]).

$$A_q(n, d, k) \geq \frac{|G_q(n, k)|}{B(d-1, k)} = \frac{[n]}{q^{(d-1)^2} \left[ \frac{k}{d-1} \right] \left[ \frac{n-k}{d-1} \right]}$$

By Theorem 3.1.2 the size of a sphere $B^S_V(t)$ of radius $t$ centred at $V \in P_q(n)$ depends on $\dim V$ as well. Thus, as discussed in Section 2.5, the classical approach may not be suitable for the derivation of a Gilbert-Varshamov bound in $P_q(n)$. Using the method by Tolhuizen [23] (described in Section 2.5), Etzion and Vardy [7] present the following Gilbert-Varshamov bound on the size of $(n, d)_d$ codes in $P_q(n)$:
**Theorem 3.1.4** ([7]).

\[ A_q^S(n, d) \geq \frac{|\mathcal{P}_q(n)|^2}{\sum_{k=0}^{n} \sum_{j=0}^{d-1} \sum_{i=0}^{j} \binom{n-k}{j} \binom{n}{k} q^{i(j-i)}} \]

In Section 3.3 we take a similar approach to obtain a Gilbert-Varshamov-type bound on the size of \((n, d)_{d_4}\) codes.

### 3.2 Spheres in \(\mathcal{P}_q(n)\) with Distance Measured According to \(d_I\)

**Definition 3.2.1.** Let \(V\) be a \(k\)-dimensional subspace in \(\mathcal{P}_q(n)\). We define \(S_V(t)\) to be the set of all spaces in \(\mathcal{P}_q(n)\) at an injection distance \(t\) from \(V\). i.e.

\[ S_V(t) = \{ W \in \mathcal{P} | d_I(V, W) = t \} \]

We may view \(S_V(t)\) as a shell of radius \(t\) centred at \(V\). A sphere \(B_V(t)\) is then a union of shells of radii \(r \in \{0, 1, 2, \cdots, t\}\), i.e. \(B_V(t) = \bigcup_{r=0}^{t} S_V(r)\)

In Theorem 3.2.1 we give the cardinality of \(S_V(t)\), which is independent of the choice of \(V\) and depends merely on \(t\) and the dimension of \(V\). We use Lemma 3.2.1 to obtain \(|S_V(t)|\).

**Lemma 3.2.1.** Let \(V\) be a \(k\)-dimensional space in \(\mathcal{P}_q(n)\). Then \(S(k, t, m) = |S_V(t) \cap G_q(n, m)|\) is given by,

\[ S(k, t, m) = q^{t(m-k+1)} \binom{k}{t} \binom{n-k}{m-k+t} I(m \leq k) + q^{t(k-m+1)} \binom{k}{m-t} \binom{n-k}{t} I(m > k) \]

**Proof.** See Appendix A. \(\square\)

**Theorem 3.2.1.** Let \(V\) be a \(k\)-dimensional subspace in \(\mathcal{P}_q(n)\), with \(k \in \{0, 1, \cdots, n\}\). Then,

\[ |S_V(t)| = q^{t^2} \binom{k}{t} \binom{n-k}{t} + \sum_{j=1}^{t} q^{t(t-j)} \left( \binom{k}{t} \binom{n-k}{t-j} + \binom{n-k}{t} \binom{k}{t-j} \right) \]  \(\text{(3.1)}\)
Proof. We have,

\[ |S_V(t)| = \left| \bigcup_{m=0}^{n} S_V(t) \cap G_q(n, m) \right| \]

\[ = \sum_{m=0}^{n} S(k, t, m) \tag{3.2} \]

\[ = \sum_{m=0}^{k} q^{t(m-k-t)} \left[ \begin{array}{c} k \\ t \end{array} \right] \left[ \begin{array}{c} n-k \\ m-k+t \end{array} \right] + \sum_{m=k+1}^{n} q^{t(k-m+t)} \left[ \begin{array}{c} k \\ m-t \end{array} \right] \left[ \begin{array}{c} n-k \\ t \end{array} \right] \tag{3.3} \]

\[ = \left[ \begin{array}{c} k \\ t \end{array} \right] \sum_{j=0}^{t} q^{t(t-j)} \left[ \begin{array}{c} n-k \\ t-j \end{array} \right] + \left[ \begin{array}{c} n-k \\ t \end{array} \right] \sum_{j=1}^{t} q^{t(t-j)} \left[ \begin{array}{c} k \\ t-j \end{array} \right] \tag{3.4} \]

\[ = q^{t^2} \left[ \begin{array}{c} k \\ t \end{array} \right] \left[ \begin{array}{c} n-k \\ t \end{array} \right] + \sum_{j=1}^{t} q^{t(t-j)} \left( \left[ \begin{array}{c} k \\ i \\ i-j \end{array} \right] + \left[ \begin{array}{c} n-k \\ i \\ i-j \end{array} \right] \left[ \begin{array}{c} k \\ t-j \end{array} \right] \right), \]

where Equation 3.2 follows from the fact that the Grassmannians of distinct dimensions are disjoint, i.e. for all \( m_1 \neq m_2 \in \{0, 1, \cdots, n\}, G_q(n, m_1) \cap G_q(n, m_2) = \emptyset \). Equation 3.3 follows from Lemma 3.2.1 and Equation 3.4 is obtained by a simple change of variables.

\[ \square \]

Using Lemma 3.2.1, we derive the size of a non-constant-dimension sphere \( B_V(t) \) within \( P_q(n) \) in the following theorem:

**Theorem 3.2.2.** Let \( V \) be a \( k \)-dimensional subspace in \( P_q(n) \), with \( k \geq n \). Then,

\[ |B_V(t)| = \sum_{i=0}^{t} \left( q^{i^2} \left[ \begin{array}{c} k \\ i \end{array} \right] \left[ \begin{array}{c} n-k \\ i \end{array} \right] + \sum_{j=1}^{i} q^{t(i-j)} \left( \left[ \begin{array}{c} k \\ i \\ i-j \end{array} \right] + \left[ \begin{array}{c} n-k \\ i \\ i-j \end{array} \right] \left[ \begin{array}{c} k \\ t-j \end{array} \right] \right) \right) \]

Proof. We may view \( B_V(t) \) as a union of shells of radii at most \( t \) centred at \( V \): \( B_V(t) = \bigcup_{i=1}^{t} S_V(i) \). Shells of different radii centred at the same subspace \( V \in P_q(n) \) are disjoint, i.e. for all \( i \neq i' \), \( S_V(i) \cap S_V(i') = \emptyset \). Thus, \( |B_V(t)| = \sum_{i=1}^{t} |S_V(t)| \) and Theorem 3.2.2 follows directly from Theorem 3.2.1.

\[ \square \]

### 3.3 A Gilbert-Varshamov-type Bound for \((n, d)_{d_1}\) Codes

In this section we derive a Gilbert-Varshamov-type bound on the size of codes in the projective space, with a prescribed minimum injection distance.
As shown in Section 3.2, the size of a sphere $B_V(t)$ centred at some subspace $V \in \mathcal{P}_q(n)$ depends on $\dim V$. Figure 3.1 shows the geometry of a Gilbert-Varshamov-type bound in $\mathcal{P}_q(n)$, illustrating that spheres of the same radius are not necessarily of the same size in this case. For this reason we take the approach presented by Tolhuizen [23] in our derivation of the Gilbert-Varshamov bound for codes over $\mathcal{P}_q(n)$, which extends the general Gilbert-Varshamov bound to graphs that are not necessarily distance-regular. This method is fully described in Section 2.5 for general metric spaces.

![Figure 3.1: Geometry of the Gilbert-Varshamov bound in $\mathcal{P}_q(n)$](image)

The general idea in this approach is to first translate the code design problem to the problem of finding a clique in a simple graph, and apply Turan’s Theorem (Theorem 2.5.1) to obtain the bound.

Let

$$\overline{B}(d-1) = \frac{1}{|\mathcal{P}_q(n)|} \sum_{X \in \mathcal{P}_q(n)} |B_X(d-1)|,$$

(3.5)

denote the average sphere size in $\mathcal{P}_q(n)$. Let $\mathcal{C}$ be an $(n,d)$ code of maximum size in $\mathcal{P}_q(n)$. Then, by the general method described in Section 2.5, and Theorem 3.2.2 we have,

$$|\mathcal{C}| \geq \frac{|\mathcal{P}_q(n)|^2}{\sum_{k=0}^{n} \left( \binom{n}{k} \sum_{i=1}^{t} q^i \left[ k \atop i \right] \left[ n-k \atop i \right] + \sum_{j=1}^{i} q^{i(i-j)} \left( \left[ k \atop i \right] \left[ n-k \atop i-j \right] + \left[ n-k \atop i \right] \left[ k \atop i-j \right] \right) \right)}$$
3.4 Asymptotic Behaviour of Gilbert-Varshamov Bound

In this section we analyze the asymptotic behaviour of the Gilbert-Varshamov bound presented in Section 3.3.

The following upper and lower bound on the Gaussian coefficient is presented in [18]:

\[ q^i(n-i) \leq \binom{n}{i} \leq h(q)q^i(n-i), \quad (3.6) \]

where \( h(q) = \prod_{j=0}^{\infty} \frac{1}{1-q^{-j}} \). Moreover, it has been shown in [18] that \( h(q) \) decreases monotonically with \( q \), approaching \( q/(q-1) \) for large \( q \). The series for \( h(q) \) converges rapidly; the following table lists \( h(q) \) for various values of \( q \).

<table>
<thead>
<tr>
<th>( q )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>11</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h(q) )</td>
<td>3.46</td>
<td>1.78</td>
<td>1.45</td>
<td>1.31</td>
<td>1.19</td>
<td>1.16</td>
<td>1.14</td>
<td>1.11</td>
<td>1.07</td>
<td>1.03</td>
<td>1.01</td>
<td>1.01</td>
<td>1.003</td>
</tr>
</tbody>
</table>

Thus for large values of \( n \) we may assume that \( \binom{n}{i} \approx q^i(n-i) \).

In Theorem 3.4.1 we show that in the limit as \( n \) approaches infinity, the Gilbert-Varshamov bound of Section 3.3 approaches the Gilbert-Varshamov bound on the size of constant-dimension codes contained within \( \mathcal{G}_q(n, \lfloor n/2 \rfloor) \). We use Lemma 3.4.3 and Lemma 3.4.2 and Lemma 3.4.3 in the proof of Theorem 3.4.1.

**Lemma 3.4.1.** Let \( k \in \{ \lfloor n/2 \rfloor, \lceil n/2 \rceil \} \), where \( n \) is the ambient space dimension of \( \mathcal{P}_q(n) \). We have,

\[
\left( \frac{3 - (-1)^n}{2} \right) \left( 1 + \frac{n}{h(q)}q^{-\frac{n^2}{4}} \right) \leq \left| \mathcal{G}_q(n, k) \right| \leq \left( \frac{3 - (-1)^n}{2} \right) \left( 1 + nh(q)q^{-\frac{n^2}{4}} \right).
\]

**Proof.** See Appendix A.

**Lemma 3.4.2.** Let \( \overline{B}(t) \) denote the average size of a sphere of radius \( t \) in \( \mathcal{P}_q(n) \) as defined by Equation 3.5. We have,

\[
\overline{B}(t) \leq \left( \frac{3 - (-1)^n}{2} \right) \left( \sum_{i=0}^{t} q^i \left\lceil \frac{\ell}{t} \right\rceil^2 + n^2 h^2(q)q^{-\frac{n^2}{4}} \right)
\]

**Proof.** See Appendix A.
Lemma 3.4.3. Let $\mathcal{B}(t)$ denote the average size of a sphere of radius $t$ in $\mathcal{P}_q(n)$ as defined by Equation 3.5. We have,

$$\mathcal{B}(t) \geq \left( \frac{3 - (-1)^n}{2} \right) \left( \sum_{i=0}^{t} q^{i^2} \left[ \frac{\ell}{i} \right]^2 \right)$$

Proof. See Appendix A.

Theorem 3.4.1. \( \lim_{n \to \infty} A_q(n, d) \geq \lim_{n \to \infty} \frac{|\mathcal{P}_q(n)|}{\mathcal{B}(d - 1)} = \frac{\left\lfloor \frac{n}{d^2} \right\rfloor}{\sum_{i=0}^{d-1} q^{i^2} \left[ \frac{\ell}{i} \right]^2} \)

Proof. Let $k = \left\lfloor \frac{n}{2} \right\rfloor$. Replacing $|\mathcal{P}_q(n)|$ and $\mathcal{B}(d - 1)$ with their corresponding upper and lower bounds as given by Lemma 3.4.3, Lemma 3.4.3 and Lemma 3.4.2 we have,

$$\frac{(1 + nh(q^{-1}q^{-\frac{n^2}{d}})|\mathcal{G}_q(n, k)|)}{\left( \sum_{i=0}^{d-1} q^{i^2} \left[ \frac{k}{i} \right]^2 + n^2h(q^{-\frac{n^2}{d^2}}) \right)} \leq \frac{|\mathcal{P}_q(n)|}{\mathcal{B}(d - 1)} \leq \frac{(1 + nh(q^{-\frac{n^2}{d}})|\mathcal{G}_q(n, k)|)}{\left( \sum_{i=0}^{d-1} q^{i^2} \left[ \frac{k}{i} \right]^2 \right)}$$

$$\lim_{n \to \infty} \frac{|\mathcal{P}_q(n)|}{\mathcal{B}(d - 1)} = \frac{|\mathcal{G}_q(n, k)|}{\sum_{i=0}^{d-1} q^{i^2} \left[ \frac{k}{i} \right]^2}.$$ 

This limit is the Gilbert-Varshamov bound of Theorem 3.1.4 for constant-dimension codes in $\mathcal{G}_q(n, k)$.
Chapter 4

Code Construction for the Injection Metric

Due their application in network coding, projective space codes have attracted a great amount of interest [8–12,18,19,27–29]. It has been shown in [12,27,28] that nearly optimal subspace codes in the Grassmannian can be obtained directly from optimal rank-metric codes. With this approach the decoding problem for random network coding can be reformulated purely in terms of rank-metric terms, allowing many tools from the theory of rank-metric codes to be applied to random network coding. In [19] Etzion and Silberstein introduce a multi-level scheme for constructing codes \((n, d, k)_q\) and \((n, d)_{ds}\) codes in \(\mathcal{P}_q(n)\) as unions of lifted rank-metric codes. This construction has the constructions of [8,9] as a special case. Motivated by their approach, in this chapter we provide a multi-level scheme for constructing \((n, d)_{d_1}\) codes in \(\mathcal{P}_q(n)\). Our work in this chapter has the construction of [19] as a special case.

4.1 Background and Related Work

Construction of lifted rank-metric codes was first proposed in [29], and then rediscovered in [18] for the special case where the rank-metric code is a Gabidulin code. The construction was later explained in [27,28] in the context of the subspace/injection distance. In this section we provide a brief review of the lifting construction as presented in [27,28], and describe the scheme of [19].
4.1.1 Lifted Rank-Metric Codes

For a matrix $x \in \mathbb{F}_q^{k \times m}$, let the subspace $I(x) \triangleq \langle [I_{k \times k} \ x] \rangle$ be called the lifting of $x$. Similarly, for a matrix code $C \subseteq \mathbb{F}_q^{k \times m}$, let the subspace code $I(C) \triangleq \{I(x), x \in C\}$ be called the lifting of $C$. Since every subspace corresponds to a unique matrix in reduced row echelon form, we have that the mapping $x \rightarrow I(x)$ is injective, and therefore $|I(C)| = |C|$. Note that $I(C)$ is a constant-dimension code, i.e., $I(C) \subseteq G_q(k + m, k)$.

**Lemma 4.1.1** (Lifting Lemma [27]). For all $x, x' \in \mathbb{F}_q^{k \times m}$ and all $C \subseteq \mathbb{F}_q^{k \times m}$,

\[
d_1(I(x), I(x')) = d_R(x, x')
\]
\[
d_1(I(C)) = d_R(C).
\]

**Proof.** We have

\[
d_1(I(x), I(x')) = \dim(I(x) + I(x')) - \min\{\dim I(x), \dim I(x')\}
\]
\[
= \text{rank} \begin{bmatrix} I & x \\ I & x' \end{bmatrix} - k
\]
\[
= \text{rank} \begin{bmatrix} I & x \\ 0 & x' - x \end{bmatrix} - k
\]
\[
= \text{rank}(x' - x).
\]

The second statement is immediate. □

Lemma 4.1.1 shows that a subspace code constructed by lifting inherits the distance properties of its underlying rank-metric code. In particular, let $C \subseteq \mathbb{F}_q^{k \times (n-k)}$ be an MRD code with $d_R(C) = d$. Then $I(C)$ is an $(n, d, k)$ code with cardinality

\[
|I(C)| = q^{\max\{k, n-k\}(\min\{k, n-k\} - d + 1)}.
\]  \hspace{1cm} (4.1)

In [27] Silva et al. introduce a generalized decoding rule for rank-metric codes and show that the minimum subspace distance decoding rule discussed in Section 2.4 may be reformulated to this generalized decoding rule. More specifically they introduce a method for a subspace code obtained by lifting a rank-metric code $C$ to be decoded using a minimum-rank-distance decoder for $C$. 
4.1.2 Lifted Ferrers Diagram Rank-Metric Codes

In [19] Etzion and Silberstein provide a multi-level construction for codes in $\mathcal{P}_q(n)$. The main idea in this construction is to first partition $\mathcal{P}_q(n)$ into disjoint cells with minimum inter-cell distance $d$. Then within each cell rank-metric codes are used to preserve a minimum intra-cell distance $d$. The union of spaces so-obtained makes the code. Below we describe this construction with a slightly different notation.

**Definition 4.1.1.** Let $V$ be a subspace in $\mathcal{P}_q(n)$ and let $E(V)$ be its corresponding generator matrix in RREF. Define the profile vector of $V$ denoted $p(V)$, to be a binary vector of length $n$ whose non-zero elements appear only in positions where $E(V)$ has a leading 1.

**Example 4.1.1.** For example, if $E(V)$ is of the form,

$$E(V) = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 \end{bmatrix}$$

then $p(V) = (1, 0, 1, 1, 0, 0)$.

**Theorem 4.1.1 ([19]).** Let $U$ and $V$ be two subspaces in $\mathcal{P}_q(n)$, with profile vectors $u$, and $v$ respectively. Then $d_S(U, V) \geq d_H(x, y)$.

**Proof.** First note that the dimension of a subspace is equal to the Hamming weight of its profile vector, i.e. $\dim U = wt(u)$ and $\dim V = wt(v)$. Now let $w = u \wedge v$ and observe that $\dim(U \cap V) \leq wt(w)$. We have

$$N(u, v) = wt(u) - wt(w) = \dim U - wt(w) \leq \dim U - \dim(U \cap V)$$

Similarly $N(v, u) \leq \dim V - \dim(U \cap V)$, thus we have

$$d_H(u, v) = N(u, v) + N(v, u) \leq \dim U + \dim V - 2 \dim(U \cap V) = d_S(U, V)$$
Notice that the profile vector \((1, 0, 1, 1, 0, 0)\) belongs not only to \(V\) considered in example 4.1.1, but also to any \(3 \times 6\) matrix in RREF, whose rows have their leading coefficients in columns 1, 3 and 4. In fact, all \(2^7\) generator matrices of the form
\[
\begin{bmatrix}
1 & 0 & 0 & \bullet & \bullet \\
0 & 0 & 1 & 0 & \bullet \\
0 & 0 & 0 & 1 & \bullet \\
\end{bmatrix}
\]
regardless of the values of their entries in positions marked by a ‘\(\bullet\)’ are identified by the same profile vector \((1, 0, 1, 1, 0, 0)\).

Consider a relation \(\sim\) on \(\mathcal{P}_q(n)\) where
\[
\text{for all } U, V \in \mathcal{P}_q(n), \ U \sim V \iff p(U) = p(V). \tag{4.2}
\]
Clearly \(\sim\) is an equivalence relation on \(\mathcal{P}_q(n)\), as it is reflexive, symmetric and transitive. Thus, it partitions \(\mathcal{P}_q(n)\) into equivalence classes, where \(U\) and \(V\) belong to the same class provided that they are identified by the same profile vector. Each such class is commonly called a “Schubert cell”. Moreover, every binary vector \(v \in \{0, 1\}^n\) corresponds to a unique class of subspaces in \(\mathcal{P}_q(n)\) whose generator matrices in RREF have the same skeleton. We refer to such skeleton for the generator matrix of each class as its profile matrix. More formally, we have the following definition:

**Definition 4.1.2.** Let \(v\) be a binary vector of length \(n\) and weight \(k\). We define the profile matrix \(P_M(v)\) to be a \(k \times n\) matrix in RREF with the following properties:

1. The leading coefficients of the rows of \(P_M(v)\) appear in columns indexed by \(\text{supp}(v)\).

2. \(P_M(v)\) has ‘\(\bullet\)’s in all its entries which are not required to be terminal zeros or leading ones.

**Example 4.1.2.** For example if \(v = (0, 1, 0, 1, 1, 0, 0)\) then
\[
P_M(v) = \begin{bmatrix}
0 & 1 & \bullet & 0 & 0 & \bullet & \bullet \\
0 & 0 & 0 & 1 & 0 & \bullet & \bullet \\
0 & 0 & 0 & 0 & 1 & \bullet & \bullet \\
\end{bmatrix}
\]

Figure 4.1.2 shows \(\mathcal{P}_q(n)\) partitioned into cells, each represented by a binary vector \(v \in \{0, 1\}^n\). As can be observed in this figure, \(\mathcal{P}_q(n)\) is mostly occupied by \(\mathcal{G}(n, \lfloor n/2 \rfloor)\).
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Spaces in $G(n, \lfloor \frac{n}{2} \rfloor)$

Spaces in $G(n, \lfloor \frac{n+2}{2} \rfloor)$

Spaces in $G(n, \lfloor \frac{n+1}{2} \rfloor)$

Spaces in $G(n, \lfloor \frac{n-2}{2} \rfloor)$

Figure 4.1: $P_q(n)$ partitioned into cells, each identified by a vector in $\{0, 1\}^n$.

Moreover, each Grassmannian $G(n, \cdot)$ is in turn mostly occupied by the spaces with a profile matrix of the form $\langle [I \ X] \rangle$. Such a cell within each Grassmannian is commonly known as the “principal Schubert cell” [30].

**Definition 4.1.3. (Inter-Cell Distance)** Let $u$, $v$ be two distinct vectors in $\{0, 1\}^n$. Let $\Omega_v \subset P_q(n)$ be a set of spaces in $P_q(n)$ such that for all $W \in \Omega_v$, $p(W) = v$. Similarly, let $\Omega_u \subset P_q(n)$ be a set of spaces in $P_q(n)$ such that for all $W \in \Omega_u$, $p(W) = u$. Define the inter-cell subspace distance between $\Omega_u$ and $\Omega_v$ as,

$$d_S[\Omega_u; \Omega_v] = \min\{d(U, V) : U \in \Omega_u, V \in \Omega_v\}$$

Let $\Gamma$ denote the super-set of all cells generated according to the equivalence relation defined by Equation 4.2. Define the minimum inter-cell subspace distance of a set $\mathcal{S} \subseteq \Gamma$ as,

$$d_S[\mathcal{S}] = \min\{d_S[\Omega_u; \Omega_v] : \Omega_u, \Omega_v \in \mathcal{S}, u \neq v \in \{0, 1\}^n\}.$$ 

Let a code $\mathcal{C} \subseteq \{0, 1\}^n$ with $d_H(\mathcal{C}) = d$ be the set of all profile vectors according to which a set $\Omega = \{\Omega_v \in \Gamma : v \in \mathcal{C}\}$ is generated. By Theorem 4.1.2, $\Omega$ has a minimum inter-cell subspace distance $d_S[\Omega] = d$.

**Definition 4.1.4.** For $v \in \{0, 1\}^n$, we define the profile-sub-matrix of $v$, denoted $S(v)$ to be the sub-matrix of $P_M(v)$ composed of all the rows and columns of $P_M(v)$ which contain at least a single $\bullet$. 

Let $\mathcal{C} \subseteq \{0, 1\}^n$ with $d_H(\mathcal{C}) = d$ be the set of all profile vectors according to which a set $\Omega = \{\Omega_v \in \Gamma : v \in \mathcal{C}\}$ is generated. By Theorem 4.1.2, $\Omega$ has a minimum inter-cell subspace distance $d_S[\Omega] = d$. 

**Definition 4.1.4.** For $v \in \{0, 1\}^n$, we define the profile-sub-matrix of $v$, denoted $S(v)$ to be the sub-matrix of $P_M(v)$ composed of all the rows and columns of $P_M(v)$ which contain at least a single $\bullet$. 

Example 4.1.3. For example if \( v = (0, 1, 0, 1, 1, 0, 0) \) then

\[
S(v) = \begin{bmatrix}
\bullet & \bullet & \bullet \\
0 & \bullet & \bullet \\
0 & \bullet & \bullet
\end{bmatrix}.
\]

Definition 4.1.5. For some \( v \in \{0, 1\}^n \), let \( S = S(v) \) be an \( m \times \eta \) matrix. A matrix \( M \in \mathbb{F}_q^{m \times \eta} \) is said to fit \( S \) if it has zeros in all its entries where \( S \) has zeros.

Definition 4.1.6. Let \( S = S(v) \) for some \( v \in \{0, 1\}^n \). A code is an \([S, \kappa, \delta]\) Ferrers Diagram rank-metric code if it forms a rank-metric code with dimension \( \kappa \) and minimum rank-distance \( \delta \), all of whose codewords fit \( S \).

We refer to Ferrers Diagram rank-metric codes as FD-Codes for brevity. The following theorem by [19] gives an upper bound on the dimension of FD-Codes.

Theorem 4.1.2 ([19]). Let \( C_F \) be an \([S, \kappa, \delta]\) FD-Code. For a given \( i \) let \( \nu_i \) be the number of \( \bullet \)'s in \( S \) that are not contained in its first \( i \) rows, and are not contained in its right-most \( \delta - i - 1 \) columns. Then,

\[
\dim C_F \leq \min_i \nu_i
\]

The following corollary, which is also presented in [19], is immediate from Theorem 4.1.2.

Corollary 4.1.1 ([19]). Let \( C_F \) be an \([S, \kappa, \delta]\) FD-Code. An upper bound on \( \dim C_F \) is the smallest number of \( \bullet \)'s that can be removed from \( S \) while it remains with at most \( \delta - 1 \) rows of \( \bullet \)'s or at most \( \delta - 1 \) columns of \( \bullet \)'s.

Definition 4.1.7. For some \( v \in \{0, 1\}^n \), let \( S = S(v) \) be an \( m \times \eta \) matrix, and assume that \( x \in \mathbb{F}_q^{m \times \eta} \) fits \( S \). Then the lifting of \( x \), denoted \( \mathcal{I}_v(x) \) is the row-space of \( P_M(v) \) with the entries in \( S \) replaced with those in \( x \).

Example 4.1.4. For \( v = (0, 1, 0, 1, 1, 0, 0) \), and \( x = \begin{bmatrix} 1 & 1 & 2 \\ 0 & 2 & 1 \\ 0 & 0 & 1 \end{bmatrix} \) we have,

\[
\mathcal{I}_v(x) = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 1 & 0 & 2 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 1
\end{bmatrix}.
\]
Notice that the lifting operation defined by Definition 4.1.7 has the original lifting operation of [12] as a special case, i.e. when \( x \) is lifted to the profile matrix \( P(v) \), where \( v = \underbrace{11 \cdots 1}_{k} \underbrace{00 \cdots 0}_{n-k} \). In a manner similar to Lemma 4.1.1 we have that a subspace code constructed by lifting inherits the distance properties of its underlying FD-code. More precisely, let \( v \in \{0, 1\}^n \) be the profile vector of a cell \( \Omega_v \in \Gamma \), and let \( S = S(v) \) be its corresponding profile sub-matrix. The lifting \( I_v(C) \) of an \([S, \kappa, \delta]\) FD-code \( C \) results in a subspace code \( \Omega'_v \subseteq \Omega_v \) with \( d_S(\Omega'_v) = 2\delta \).

In the scheme suggested by [19], to construct an \((n, 2\delta)_{d_S}\) lifted FD-Code \( C \subseteq \mathcal{P}_q(n) \) a set of cells \( \Omega \subseteq \Gamma \) is first selected with minimum inter-cell distance \( d_S[\Omega] = 2\delta \). As shown previously, this is possible by selecting the profile vectors of the equivalence classes according to a binary code of minimum Hamming distance \( 2\delta \). Figure 4.1.2 shows an example of the first step of construction: \( \Omega \) is composed of the cells marked by red, which are selected according to a set of profile vectors at a minimum Hamming distance \( 2\delta \).

This choice of profile vectors provides a guarantee for spaces in distinct cells in \( \Omega \) to have a minimum subspace distance \( 2\delta \).

![Figure 4.2: Preserving the inter-cell distance: Select a set of cells in \( \mathcal{P}_q(n) \) at an inter-cell distance \( d \) according to a binary asymmetric code of length \( n \).](image)

While the choice of profile vectors in the previous step preserves a minimum inter-cell distance of \( 2\delta \) in \( \Omega \), there is no guarantee for the intra-cell subspace distance for spaces within each cell to be at least \( 2\delta \) as well. Thus, in the next step of construction, a lifted FD-Code of minimum rank-distance \( \delta \) is used within each cell \( \Omega_v \in \Omega \) with profile vector...
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$v \in \mathcal{H}$, to produce a subset $\Omega_v' \subseteq \Omega_v$ such that

$$d_s(U, V) \geq 2\delta.$$ 

This scheme may be described algorithmically as follows:

1. Take a binary code $\mathcal{H} \subseteq \{0, 1\}^n$ with minimum Hamming distance $2\delta$.

2. For every $v \in \mathcal{C}$, obtain $S = S(v)$ and construct an $[S, \kappa, \delta]$ FD-Code $\mathcal{F}_v$.

3. Finally $\mathcal{C} = \{V \in \mathcal{P}_q(n) | V = \langle I_v(x) \rangle, x \in \mathcal{F}_v, v \in \mathcal{H}\}$.

The scheme of [19] described above is a general construction which depends on two main factors:

1. A method to construct FD-Codes, given any set of parameters.

2. A binary code in the Hamming space to select a subset of the disjoint cells in $\mathcal{P}_q(n)$.

A construction for an $[S, \kappa, \delta]$ FD-Code is presented in [19], using $q$-cyclic MRD codes. This construction is shown to achieve the bound of Corollary 4.1.1 if $S$ is an $m \times \eta$ matrix with $m \geq \eta$ whose right-most $\delta - 1$ columns have $m \bullet$'s. In Section 4.2 we provide an alternative construction for FD-Codes obtained as subcodes of linear MRD codes, achieving the bound of Corollary 4.1.1 under similar conditions.

In [19] Constant-weight lexicodes are suggested to be used as profile vectors for the construction of $(n, d, k)$ constant-dimension codes in $\mathcal{P}_q(n)$. Based on our results from Section 4.2 we provide a more general profile vector selection algorithm in Section 4.3, which in case of constant-weight vectors, has the constant-weight lexicodes as a special case.

4.2 FD-Codes as Subcodes of Linear MRD Codes

In this section we present a lower bound on the dimension of FD-Codes when viewed as subcodes of linear MRD codes.

For some $v \in \{0, 1\}^n$, let $C_{\mathcal{F}}$ be an $[S(v), \kappa, \delta]$, where $S(v)$ is an $m \times \eta$ matrix. We may view $C_{\mathcal{F}}$ as a subcode of a linear rank-metric code $C$ of minimum rank-distance $\delta$, with a further set of linear constraints ensuring that all codewords in $C_{\mathcal{F}}$ fit $S(v)$. In Theorem 4.2.1 we provide a lower bound on the dimension $\kappa$ of the largest $[S(v), \kappa, \delta]$ FD-Code obtained as a subcode of a linear MRD code.
Chapter 4. Code Construction for the Injection Metric

Theorem 4.2.1. For some \( v \in \{0, 1\}^n \) with let \( S = S(v) \) be an \( m \times \eta \) matrix with a total of \( w \) \( \bullet \)'s. Consider the dimension \( \kappa \) of the largest \([S, \kappa, \delta]\) FD-code \( C_F \). We have

\[
\kappa \geq w - \max\{m, \eta\}(\delta - 1).
\]

Proof. Let \( V = \mathbb{F}_q^{m \times \eta} \). Note that \( \mathbb{F}_q^{m \times \eta} \) is an \( m\eta \)-dimensional vector space over \( \mathbb{F}_q \).

Let \( C \) be a linear MRD code with \( d_R(C) \geq \delta \). This code is a \( k \)-dimensional subspace of \( \mathbb{F}_q^{m \times \eta} \) with

\[
k = \max\{m, \eta\}(\min\{m, \eta\} - \delta + 1).
\]

There exists a linear transformation \( \Phi : V \rightarrow V/C \) with \( \ker \Phi = C \), and by the First Isomorphism Theorem \( \dim V/C = m\eta - k \). Let \( A = \{(i, j) | S(v)_{ij} = 0\} \) be the set of \((i, j)\) indices where \( S(v) \) has zeros, and note that \(|A| = m\eta - w\). Let

\[
f : V \rightarrow \mathbb{F}_q^{m\eta - w}
f(x) = (x_{ij}, (i, j) \in A)
\]

Now any subcode \( C' \) of \( C \) satisfying \( f(c) = 0 \) for all \( c \in C' \) is an \([S(v), \kappa, \delta]\) an FD-Code. Let \( C_F \) be the largest such subcode of \( C \). Define a linear transformation

\[
\Phi' : V \rightarrow V/C \times \mathbb{F}_q^{m\eta - w}
x \mapsto (\Phi(x), f(x))
\]

Now by construction \( \ker \Phi' = C_F \). Noting that \( \Phi'(V) \subseteq V/C \times \mathbb{F}_q^{m\eta - w} \) we have

\[
\dim \Phi'(V) \leq 2m\eta - k - w;
\]

and by the rank-nullity theorem we obtain

\[
\dim C_F \geq w + k - m\eta = w - \max\{m, \eta\}(\delta - 1).
\]

As an example, for some profile vector \( v \in \{0, 1\}^n \), let \( S = S(v) \) be an \( m \times \eta \) matrix. We may construct an \([S, \kappa, \delta]\) code by taking a Gabidulin code over \( \mathbb{F}_q^n \) of minimum rank-distance \( \delta \), expanding the elements of its parity-check matrix \( H \) over the base field \( \mathbb{F}_q \), and adding appropriate parity-check equations to \( H \) in \( \mathbb{F}_q \) to ensure that the resulting code fits \( S \).
Theorem 4.2.2. Let $\mathcal{C}_F$ be an $[S, \kappa, \delta]$ code obtained as a subcode of a linear MRD code and assume that $S$ is an $m \times \eta$ matrix with $w$ $\bullet$’s satisfying either one of the following two properties:

1. $m \geq \eta$ and the right-most $\delta - 1$ columns of $S$ have $m$ $\bullet$’s.
2. $m < \eta$ and the first $\delta - 1$ rows of $S$ have $\eta$ $\bullet$’s.

Then we have,

$$\kappa = w - \max\{m, \eta\}(\delta - 1)$$

Proof. Let $m \geq \eta$ and assume that right-most $\delta - 1$ columns of $S$ have $m$ $\bullet$’s. Let $N_r$ denote the number of $\bullet$’s that have to be removed from $S$ so that it remains with at most $\delta - 1$ rows of $\bullet$’s; similarly let $N_c$ be the number of $\bullet$’s that have to be removed from $S$ so that it remains with at most $\delta - 1$ columns of $\bullet$’s. Assume that $S$ satisfies the first property, i.e. $m \geq \eta$ and the right-most $\delta - 1$ columns of $S$ have $m$ $\bullet$’s.

$$N_r = w - \sum_{i=1}^{\delta-1} r_i \geq w - \eta(\delta - 1) \geq w - m(\delta - 1) = N_c$$

By Corollary 4.1.1 $\kappa \leq \min\{N_r, N_c\} = N_c$. On the other hand by Theorem 4.2.1

$$\kappa \geq w - \max\{m, \eta\}(\delta - 1) = w - m(\delta - 1) = N_c$$

Thus $\kappa$ achieves the bound of Corollary 4.1.1. By a similar argument when $S$ satisfies the second property $\kappa = w - \eta(\delta - 1)$, achieves the bound of Corollary 4.1.1 and the theorem follows.

4.3 Selecting the Profile Vectors

A naive choice for the binary code as a set of profile vectors would be one with a high information rate. However, a high information rate would only result in a large number of profile vectors, and does not necessarily guarantee a high rate for the resulting projective space code. For example, take the case of constant-weight lexicodes. While they do not have the highest rates among constant-weight binary codes, when used as profile vectors,
they may result in lifted FD-Codes with higher rates than those derived from a higher-rate constant-weight code (assuming the same parameters are used). This was empirically shown in [19] for the case of length-10, weight-4 binary constant-weight binary codes (the authors have not specified the distance). In this section we discuss the criteria for the selection of a single binary vector as profile vector and present a method to construct an appropriate set of profile vectors at a required minimum distance. In the special case of constant-weight profile vectors, this method results in constant-weight lexicodes.

First, notice that the rate of a projective space code obtained through this multilevel approach depends on the rate of its underlying FD-codes. Moreover, as shown in Theorem 4.2.1 the rate of an FD-Code depends on the number of $\bullet$'s in its profile matrix $P_M(v)$ induced by $v$. Therefore a low-rate binary code containing vectors which result in a larger number of $\bullet$'s in their corresponding profile matrices may be preferable over a high-rate binary code that involves vectors resulting in a smaller number of $\bullet$'s in their profile vectors.

With this observation, given a minimum distance $\delta$ we define a scoring function $\text{score}(v, \delta)$ on the set of all binary vectors, which calculates for every $v \in \{0,1\}^n$ the lower bound on the dimension $\kappa$ of the largest $[S(v), \kappa, \delta]$ FD-Code induced by $v$.

**Definition 4.3.1.** Let $v \in \{0,1\}^n$ be a binary vector. Then

$$\text{score}(v, \delta) = \sum_{i=1}^{n} \sum_{j=1}^{i} \bar{v}_i v_j - \max\{m(v), \eta(v)\}(\delta - 1)$$

where $\eta(v) = n - (\text{wt}(v) + \min_{t \in \text{supp}(v)} t) + 1$, and

$$m(v) = \text{wt}(v) - (n - \max_{t \in \text{supp}(v)} t)$$

In order to select a set $\mathcal{P}$ of profile vectors at a minimum Hamming distance $\delta$, we use a standard greedy algorithm that maintains a list of available profile vectors $\mathcal{P} \subseteq \{0,1\}^n$, (with $\mathcal{P}$ initialized to $\{0,1\}^n$). At each step an available profile vector $v \in \mathcal{P}$ with the highest score($v, \delta$) is added to $\mathcal{P}$, and vectors within asymmetric distance $\delta$ of $v$ are made unavailable. The algorithm proceeds until $\mathcal{P} = \emptyset$. This procedure is described in Algorithm 1. We may also select a set of constant-weight profile vectors by simply initializing $\mathcal{P}$ in Algorithm 1 to $\mathcal{P} = \{v \in \{0,1\}^n : \text{wt}(v) = k\}$ for some $k \leq n$. In this special case, our selection algorithm in which the initial sorting of the binary vectors is done according to the scoring function of Definition 4.3.1 results in a constant-weight lexicode. In particular, for two binary vectors of the same length and weight, the one with a higher score has a higher lexicographic order as well.
Algorithm 1 Select a Set $\mathcal{P}$ of Profile Vectors with $d_H \geq \delta$

1: $\Omega \leftarrow \{0, 1\}^n$
2: $\mathcal{P} \leftarrow \emptyset$
3: for $k = 1$ to $2^n$ do
4: $x \leftarrow \text{argmax}_{v \in (\Omega - \mathcal{P})} \text{score}(v, \delta)$
5: if ($\mathcal{P} = \emptyset$ OR for all $y \in \mathcal{P}$ $d_H(x, y) \geq \delta$) then
6: $c \leftarrow x$
7: end if
8: $\mathcal{P} \leftarrow \mathcal{P} \cup \{c\}$
9: $k \leftarrow k + 1$
10: end for
11: return $\mathcal{P}$

4.4 Lifted FD-Codes for the Injection Metric

Using our construction for FD-Codes presented in Section 4.2 as well as Algorithm 1 in conjunction with the general scheme of [19] we may obtain an $(n, d)_{d_S}$ code. This scheme is not generally optimal for the construction of $(n, d)_{d_I}$ codes. In particular the partitioning of $\mathcal{P}_q(n)$ in the first step must be done so that a minimum inter-cell injection distance of at least $d$ is preserved. In this section we provide a relation between the injection distance of two subspaces in $\mathcal{P}_q(n)$ and their corresponding profile vectors. Using this relationship, and a slight modification to Algorithm 1 we provide a multi-level scheme for the construction of construct $(n, d)_{d_I}$ codes.

Theorem 4.4.1. Let $U$ and $V$ be two subspaces in $\mathcal{P}_q(n)$, with profile vectors $u$, and $v$ respectively. Then we have

$$d_I(U, V) \geq \max\{N(u, v), N(v, u)\}$$

Proof. Let $w = u \wedge v$ and observe that $\dim U \cap V \leq \wt(w)$. Thus,

$$\dim U - \dim (U \cap V) \geq \wt(u) - \wt(w).$$

Similarly,

$$\dim V - \dim (U \cap V) \geq \wt(v) - \wt(w).$$

Taking the $\max\{\cdot, \cdot\}$ of both equations we obtain

$$d_I(U, V) \geq \max\{\wt(u), \wt(v)\} - \wt(w)$$

$$= \max\{N(u, v), N(v, u)\}$$
For two binary vectors $x$ and $y$, the quantity $\max\{N(x,y), N(y,x)\}$ is a metric, known as the asymmetric distance between $x$ and $y$. The asymmetric distance $d_a(\cdot, \cdot)$ was first introduced by Varshamov in [31] for construction of codes for the Z channel. Constructions exist mainly for single-asymmetric error-correcting codes, and some multi-error correcting codes (see [32] and references therein). Please refer to [33] for a more recent work on general $t$-asymmetric error-correcting codes.

By Theorem 4.4.1 two spaces are guaranteed to have an injection distance of at least $d$, provided that the asymmetric distance between their profile vectors is $d$. Thus to construct an $(n,d)_{d_I}$ code, we may use an asymmetric code to ensure a minimum intercell injection distance $d$. By a slight modification to our profile selection algorithm of Section 4.3 we construct such a code. More specifically, we replace Line 5 of Algorithm 1 with

"if $(P = \emptyset \text{ OR for all } y \in P \ d_a(x,y) \geq \delta)$ then"

Construction of our $(n,d)_{d_I}$ code can be described algorithmically as follows:

1. Take an asymmetric code $A \subseteq \{0,1\}^n$ of minimum asymmetric distance $d$.
2. For each codeword $c \in A$, obtain $S(c)$ (composed of the rows and columns of $P_M(c)$ with at least one $\bullet$).
3. Given each profile sub-matrix $S(c)$, use the construction of Section 4.2 to obtain an $[S(c), \kappa, d]$ FD-Code.
4. Lift each matrix $S(c)$ to its corresponding profile matrix $P_M(c)$, to obtain a generator matrix $G_c$.
5. Finally $C = \{V \in P_q(n) | V = \langle G_c \rangle\}$.

### 4.5 An Alternative Description for Lifted FD-Codes

For a subspace $V \in P_q(n)$ and a nonsingular matrix $T \in \mathbb{F}_q^{n \times n}$, define $VT \triangleq \{vT, v \in V\}$ (which is a subspace isomorphic to $V$). Given any binary vector $b$ of length $n$ and weight $k$, define $P(b)$ as the $n \times n$ permutation matrix such that $P(b)_{\supp(b)} = \begin{bmatrix} I_{k \times k} & 0_{k \times (n-k)} \end{bmatrix}$ and $P(b)_{\supp(b)} = \begin{bmatrix} 0_{(n-k) \times k} & I_{(n-k) \times (n-k)} \end{bmatrix}$. Multiplication of a matrix $\begin{bmatrix} X & Y \end{bmatrix}$, where $X$ is $k \times k$ and $Y$ is $k \times (n - k)$, by $P(b)^{-1}$ on the right results in a matrix in which the columns are permuted. Specifically, the columns of $X$ appear in columns indexed by
\( \text{supp}(\bar{b}) \), and columns of \( Y \) appear in columns indexed by \( \text{supp}(\bar{b}) \), and the order of the columns within each submatrix is preserved.

Now, let \( v \) be a binary vector of length \( n \) and weight \( k \). For a matrix \( X \in \mathbb{F}_q^{k \times (n-k)} \), define the generalized lifting, \( \mathcal{I}_v(X) \), of \( X \) with respect to \( v \) as

\[
\mathcal{I}_v(X) \triangleq \mathcal{I}(X)P(v)^{-1} = \left\langle \begin{bmatrix} I & X \end{bmatrix} P(v)^{-1} \right\rangle.
\]

Since \( \text{rank} \left( \begin{bmatrix} I & X \end{bmatrix} P(v)^{-1} \right) = k \), we observe that \( \mathcal{I}_v(X) \) is a \( k \)-dimensional subspace of \( \mathbb{F}_q^n \). Similarly, for a matrix code \( C \subseteq \mathbb{F}_q^{k \times (n-k)} \), let

\[
\mathcal{I}_v(C) \triangleq \{ \mathcal{I}_v(c), c \in C \}.
\]

The generalized lifting of a matrix code does not generally lead to a subspace code confined to a single Schubert cell. However, if the matrix code is suitably constrained in a manner depending on \( v \), then its image will indeed be confined to the Schubert cell corresponding to \( v \). The particular constraints are described as follows.

Let \( Q = [Q_{ij}] \) be the \( n \times n \) upper triangular matrix with \( Q_{ij} = 1 \) if \( j \geq i \) and \( Q_{ij} = 0 \) otherwise. Given a binary profile vector \( v \) of length \( n \) and weight \( k \), regarded as an element of \( \mathbb{Z}^{1 \times n} \), define the vector \( c(v) \in \mathbb{Z}^{1 \times n} \) via

\[
c(v) \triangleq vQP(v).
\]

Then, the generalized lifting \( \mathcal{I}_v(X) \) of a matrix \( X = [x_{ij}] \in \mathbb{F}_q^{k \times (n-k)} \) is guaranteed to be in the Schubert cell corresponding to \( v \) provided that

\[
\text{for } 1 \leq i \leq k, \ 1 \leq j \leq n - k, \ i > c(v)_{j+k} \text{ implies that } x_{ij} = 0. \quad (4.3)
\]

For example, suppose \( n = 8 \) and \( k = 3 \), and let \( v = (0,0,1,0,1,0,0,1) \). Then,

\[
P(v) = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

and \( c(v) = (1,2,3,0,0,1,2,2) \).
Let \( X \in \mathbb{F}_q^{3 \times 5} = [x_{ij}] \). Observe that
\[
[I \; X] P(v)^{-1} = \begin{bmatrix}
x_{11} & x_{12} & 1 & x_{13} & 0 & x_{14} & x_{15} & 0 \\
x_{21} & x_{22} & 0 & x_{23} & 1 & x_{24} & x_{25} & 0 \\
x_{31} & x_{32} & 0 & x_{33} & 0 & x_{34} & x_{35} & 1
\end{bmatrix}.
\]
Clearly this matrix is in RREF and hence \( p([I \; X] P(b)^{-1})) = v \) if
\[
x_{11} = x_{21} = x_{31} = x_{12} = x_{22} = x_{32} = x_{23} = x_{33} = x_{34} = x_{35} = 0.
\]
These conditions are precisely those implied by (4.3).

Now let \( v \) be a binary vector of length \( n \) and weight \( k \). Let \( \mathcal{C} \subseteq \mathbb{F}_q^{k \times (n-k)} \) be a rank-metric code with \( d_R(\mathcal{C}) = d \) in which each codeword satisfies (4.3). Each such code is a Ferrers Diagram rank-metric code, which we call a \( v \)-FD code. Clearly, \( \mathcal{I}_v(\mathcal{C}) \) consists of subspaces with profile vector \( v \), and by Lemma 4.1.1 we have that \( d_{\mathcal{I}}(\mathcal{I}_v(\mathcal{C})) = d \).

Now Theorem 4.2.1 may be restated as follows:

**Theorem 4.5.1.** For a binary vector \( v \in \mathbb{F}_2^n \), let \( \mathcal{C}_v \) be a \( v \)-FD code of minimum rank-distance \( \delta \), obtained as a subcode of a linear MRD code. We have
\[
\dim \mathcal{C}_v \geq w - \max\{\mu, \eta\}(\delta - 1),
\]
where \( w = \sum_{j=1}^{n-k} c(v)_{k+j} \), \( \mu = \max_{j \in \{1, \ldots, n-k\}} c(v)_{k+j} \) and \( \eta = wt(c(v)) - k \).

Now let \( \mathcal{A} \subseteq \mathbb{F}_2^n \) be a binary code of length \( n \) and minimum asymmetric distance \( \delta \). For every element \( v \in \mathcal{A} \), let \( \mathcal{C}_v \) be a \( v \)-FD code. Then
\[
\Omega = \bigcup_{v \in \mathcal{A}} \mathcal{I}_v(\mathcal{C}_v)
\]
is a lifted FD-code of minimum injection distance \( \delta \) if each \( v \)-FD code is designed to have minimum rank-distance \( \delta \).

## 4.6 Experimental Results

### 4.6.1 Rate Computation

We denote by \( \mathcal{C} \), any \((n, d)_{d_i}\) lifted FD-Code obtained via the multi-level procedure described in Section 4.4. As discussed earlier, for each lifted FD-Code \( \mathcal{C} \) with \( d_{\mathcal{I}}(\mathcal{C}) = \delta \)
there is an \((n, d)_{ds}\) lifted FD-Code \(C^S\) with \(d_s(C^S) = 2\delta\), obtained through a similar procedure, but whose profile vectors are at a minimum \textbf{Hamming} distance \(2\delta\).

For a given ambient space dimension \(n\), field size \(q\), and minimum \textit{injection} distance \(\delta\), we compute the rate \(k\) of our \((n, d)_{di}\) code \(C\) as follows:

1. We use the algorithm presented in Section 4.3 to obtain a set of binary profile vectors \(A\) at a minimum asymmetric distance \(d_a \geq \delta\).

2. Given each profile vector \(v \in A\) we compute \(\kappa_v = \text{score}(v, \delta)\) (as given by Definition 4.3.1). Note that as discussed in Section 4.3, \(\text{score}(v, d)\) gives the lower bound of Theorem 4.2.1 on the dimension of the FD-Code constructed as in Section 4.2.

3. Finally, we have \(k = \log_q \left( \sum_{v \in A} q^{\kappa_v} \right)\)

Similarly, for a given ambient space dimension \(n\), field size \(q\), and minimum \textit{subspace} distance \(2\delta\), we compute the rate \(k^S\) of of our \((n, d)_{ds}\) code \(C^S\) as follows:

1. We use the algorithm presented in Section 4.3 to obtain a set of binary profile vectors \(H\) at a minimum \textbf{Hamming} distance \(d_H \geq 2\delta\).

2. Given each profile vector \(v \in H\) we compute \(\kappa_v = \text{score}(v, \delta)\).

3. Finally, we have \(k^S = \log_q \left( \sum_{v \in H} q^{\kappa_v} \right)\)

### 4.6.2 Choice of Parameters

As discussed in Section 3.4, for large values of \(n\) and \(q\), the volume of \(\mathcal{P}_q(n)\) is mostly occupied by the Grassmannian of order \(\frac{n}{2}\) for even \(n\) and by the two Grassmannians of orders \(\lfloor \frac{n}{2} \rfloor\) and \(\lceil \frac{n}{2} \rceil\) for odd \(n\). Thus in this case, the size of a non-constant-dimension code in \(\mathcal{P}_q(n)\) cannot be much larger than that of a constant-dimension code in the \textit{largest} Grassmannian contained in \(\mathcal{P}_q(n)\). In other words, the benefits of constructing non-constant-dimension codes in \(\mathcal{P}_q(n)\) are most significant for small values of \(n\) and \(q\). Thus we selected the ambient space dimension \(n\) to be an integer ranging between 5 and 19, and for each \(n\) we evaluated the rates of our code for the injection distance \(d\) ranging between 2 and \(n\). A complete list of the rate values for \(C\) and \(C^S\) with this range of parameters is provided in Appendix D.
4.6.3 Analysis of Numerical Results

First, we compare the rate of our codes designed for the injection distance with their counterparts designed for the subspace distance. As shown in Appendix D, for any given \( n, \delta \) and \( q \) within the range of our parameters, the rate of \( \mathcal{C} \) with minimum injection distance \( \delta \) is higher than \( \mathcal{C}^S \) with minimum subspace distance \( 2\delta \). This rate difference ranges between \( 2.77 \times 10^{-9} \) and 0.6374 and is most significant for smaller values of \( n \).

This observation is completely aligned with our expectation. In particular, as discussed earlier, non-constant-dimension codes designed for the injection distance are expected to have a higher rate than those designed for the subspace distance. Moreover for larger values of \( n \), the size of \( \mathcal{P}_q(n) \) is mostly dominated by that of \( \mathcal{G}_q(n,k) \) (with \( k \in \{\lfloor \frac{n}{2} \rfloor, \lceil \frac{n}{2} \rceil \} \) which in turn is mostly occupied by its principal Schubert cell (with profile vector \( (11\ldots100\ldots0) \)). Thus, for larger values of \( n \) both codes are expected to be dominated by their subcode contained within the principal Schubert cell of order \( k \in \{\lfloor \frac{n}{2} \rfloor, \lceil \frac{n}{2} \rceil \} \), and their rates approach that of the lifted rank-metric code within that cell.

4.6.4 Comparison with the work of Etzion and Silberstein

The best codes of [19] are obtained by using constant-weight lexicodes as profile vectors, resulting in constant-dimension codes. Thus we can only compare our constant-dimension codes with theirs. Construction of our constant-dimension codes is done by first selecting a set of constant-weight profile vectors, and then following the procedure described in Section 4.4. In Section 4.4 we showed that constant-dimension codes of [19] may be obtained as a special case of our construction scheme. In particular, by Theorem 4.2.2 we have that the dimension of FD-Codes constructed as in Section 4.2 achieve the same upper bound as those of [19], under the same conditions. Moreover, we showed that in the case of constant-dimension codes, the profile vector selection of [19] is a special case of a more general selection algorithm presented in Section 4.3.
Chapter 5

Conclusions and Future Directions

This thesis concerns the construction of projective space codes for adversarial error-correction in random linear network coding. In this context, the metric used is the so-called injection distance, which perfectly reflects the adversarial nature of the channel. Since the injection distance has been introduced very recently in the literature, almost all existing bounds and constructions on projective space codes for this type of error-correction are based on a different (but related) metric called the subspace distance. Moreover, most of the existing literature concerns the construction of constant-dimension codes. The injection and subspace distance between two subspaces of the same dimension are equal up to a scale. Thus constant-dimension codes designed for the injection metric coincide with those designed for the subspace metric. To our knowledge this thesis is the first to address the construction of non-constant-dimension codes designed for the injection metric.

In this work, we derived a Gilbert-Varshamov-type bound on the size of non-constant-dimension codes designed for the injection metric. We analyzed the asymptotic behaviour of our Gilbert-Varshamov-type bound in the limit as the ambient space dimension approaches infinity. In particular, we showed that for large values of \( n \), the Gilbert-Varshamov bound for non-constant-dimension codes in \( \mathcal{P}_q(n) \) approaches that for the constant-dimension codes contained within \( \mathcal{G}_q(n, \left\lceil \frac{n}{2} \right\rceil) \). We also showed that that for larger values of \( n \) the size of \( \mathcal{P}_q(n) \) is mostly dominated by \( |\mathcal{G}_q(n, k)| \) with \( k \in \{ \lfloor \frac{n}{2} \rfloor, \lceil \frac{n}{2} \rceil \} \).

An important conclusion from this result is that the rate-gain achieved by non-constant-dimension projective space codes cannot be much higher than that achieved by a constant-dimension code contained within the largest Grassmannian within in \( \mathcal{P}_q(n) \). Therefore, when there is no restriction on the dimension of the codewords in a subspace code, one
may construct a constant-dimension code in the largest Grassmannian contained in $\mathcal{P}_q(n)$ and achieve a rate that is almost identical to that of a related non-constant-dimension code.

In this context, an interesting research problem would be to investigate the performance of non-constant-dimension codes in the cases where the entire projective space is not available as the code-alphabet (in particular, when the codewords are allowed to have a maximum dimension much smaller than that of the largest Grassmannian in $\mathcal{P}_q(n)$). We conjecture that in this case the rate of a non-constant-dimension code is not much higher than that of the best constant-dimension code contained within the largest available Grassmannian.

We presented a multi-level construction for projective space codes designed for this metric. Similar to the construction in [19], our construction involves an appropriate partitioning of the projective space into disjoint cells via binary vectors of length equal to the dimension of the ambient space. We proposed an algorithm to select a set of cells in $\mathcal{P}_q(n)$ at a guaranteed minimum inter-cell injection distance. Moreover, we presented a construction for FD-Codes, using linear rank-metric codes, and provided a lower bound on the dimension of such codes when obtained as subcodes of linear MRD codes. Using this construction along with our selection algorithm we presented a class of non-constant dimension lifted FD-Codes for the injection distance. With appropriate modifications to this construction we obtained a class of non-constant-dimension codes designed for the subspace distance as well as a class of constant-dimension codes. The latter includes the constant-dimension codes of [19] as a special case.

We observed that our non-constant dimension codes designed for the injection distance have rates higher than their counterparts designed for the subspace distance. Moreover, our non-constant-dimension codes (both those designed for the injection distance and those designed for the subspace distance) achieve rates higher than those of the best lifted rank-metric codes, namely those included in the largest principal Schubert cell in $\mathcal{P}_q(n)$. However, the rate improvements gained by the latter are minute from a practical perspective. These results are completely aligned with our conclusions drawn from our analysis of the asymptotic behaviour of the Gilbert-Varshamov bound for $A_q(n, d)$.

Some open problems regarding this construction scheme are as follows:

- Is there an optimal method for the selection of profile vectors? Here the measure of optimality should be quantified so as to reflect the overall rate of the resulting subspace code. The scoring function on the set of profile vectors presented in this
thesis aims to calculate a lower bound on the dimension of the FD-Code induced by each profile vector. However, a greedy profile selection algorithm such as the one described in this thesis may fail to select a set of profile vectors that together result in a lifted FD-Code of highest possible rate. Thus a global search algorithm along with this scoring function may be suitable to obtain an optimal set of profile vectors. Specifications of such an algorithm are yet to be investigated.

• In this thesis an \([S, \kappa, \delta]\) FD-Code \(\mathcal{F}\) is constructed as a subcode of a linear MRD code, with a further set of linear constraints. Each linear constraint ensures that a codeword in \(\mathcal{F}\) has zeros in one of the positions where \(S\) has a zero. Thus there are as many linear constraints as the total number of zeros in \(S\). However it is possible that the structure of \(S\) is in such a way that a single linear constraint may simultaneously satisfy several zero-constraints. Thus an interesting problem would be to devise a method that given a profile sub-matrix \(S\) constructs an FD-Code of highest possible rate by taking the inter-dependencies of the zero-locations of \(S\) into account.
Appendix A

Omitted Proofs

Lemma 3.2.1. Let $V$ be a $k$-dimensional space in $\mathcal{P}_q(n)$. Then $S(k, t, m) = |S_V(t) \cap G_q(n, m)|$ is given by,

$$S(k, t, m) = q^{t(m-k+t)} \left[ \begin{array}{c} k \\ t \end{array} \right] \left( \begin{array}{c} n-k \\ m-k+t \end{array} \right) I(m \leq k) + q^{t(k-m+t)} \left[ \begin{array}{c} k \\ m-t \end{array} \right] \left( \begin{array}{c} n-k \\ t \end{array} \right) I(m > k)$$

Proof. Let $S_m^-(t)$ denote the set of all $m$-spaces in $S_V(t)$ with $m \leq k$, i.e. $S_m^-(t) = \{ W \in S_V(t) : \dim W = m \leq k \}$. For each $W \in S_m^-(t)$ we have $d_i(W, V) = k - \dim(W \cap V) = t$. Thus, $S_m^-(t)$ is the set of all $m$-spaces in $\mathcal{P}_q(n)$ that intersect $V$ in one of its $(k-t)$-dimensional subspaces. By Lemma 2.2.1 there are a total of $q^{t(m-k+t)} \left[ \begin{array}{c} k \\ t-m \end{array} \right] \left( \begin{array}{c} n-k \\ m-t \end{array} \right)$ spaces in $S_m^-(t)$.

Now let $S_m^+(t)$ denote the set of all $m$-spaces in $S_V(t)$ with $m > k$, $S_m^+(t) = \{ W \in S_V(t) : \dim W = m > k \}$. For each $W \in S_m^+(t)$ we have $d_i(W, V) = m - \dim(W \cap V) = t$. Thus, $S_m^+(t)$ is the set of all $m$-spaces in $\mathcal{P}_q(n)$ that intersect $V$ in one of its $(m-t)$-dimensional subspaces. Similar to the previous case, by Lemma 2.2.1 there are a total of $q^{t(k-m+t)} \left[ \begin{array}{c} k \\ t-m \end{array} \right] \left( \begin{array}{c} n-k \\ m-t \end{array} \right)$ spaces in $S_m^+(t)$. Finally we have,

$$S(k, t, m) = |S_m^-| I(m \leq k) + |S_m^+| I(m > k) = q^{t(m-k+t)} \left[ \begin{array}{c} k \\ t \end{array} \right] \left( \begin{array}{c} n-k \\ m-k+t \end{array} \right) I(m \leq k) + q^{t(k-m+t)} \left[ \begin{array}{c} k \\ m-t \end{array} \right] \left( \begin{array}{c} n-k \\ t \end{array} \right) I(m > k)$$

Lemma 3.4.3. Let $k \in \{ \lfloor \frac{n}{2} \rfloor, \lceil \frac{n}{2} \rceil \}$, where $n$ is the ambient space dimension of $\mathcal{P}_q(n)$. We have,

$$\left( \frac{3 - (-1)^n}{2} \right) (1 + \frac{n}{h(q)} q^{-\frac{n^2}{2}}) \leq \frac{|\mathcal{P}_q(n)|}{|G_q(n, k)|} \leq \left( \frac{3 - (-1)^n}{2} \right) (1 + nh(q)q^{-\frac{n^2}{2}}).$$
Proof. For $n = 2k$ we have,

$$
\frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} = \frac{{n \choose k} + 2 \sum_{i=0}^{k-1} {n \choose i}}{n \choose k}
$$

Therefore,

$$
1 + 2 \sum_{i=0}^{k-1} q^{i(n-i)} h(q) q^{k(n-k)} \leq \frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} \leq 1 + 2 \sum_{i=0}^{k-1} \frac{h(q) q^{i(n-i)}}{q^{k(n-k)}} \tag{A.1}
$$

$$
1 + 2 \sum_{i=0}^{k-1} h(q)^{-1} q^{-(i-k)^2} \leq \frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} \leq 1 + 2 \sum_{i=0}^{k-1} h(q) q^{-(i-k)^2}
$$

$$
1 + nh(q)^{-1} q^{-\frac{n^2}{4}} \leq \frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} \leq 1 + nh(q) q^{-\frac{n^2}{4}},
$$

where Equation A.1 follows from Equation 3.6. Similarly, we have,

For $n = 2k + 1$ we have,

$$
\frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} = \frac{{n \choose k} + \left[ {n \choose k+1} + 2 \sum_{i=0}^{k-1} {n \choose i} \right]}{n \choose k}
$$

$$
2(1 + \sum_{i=0}^{k-1} q^{i(n-i)} h(q) q^{k(n-k)}) \leq \frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} \leq 2(1 + \sum_{i=0}^{k-1} \frac{h(q) q^{i(n-i)}}{q^{k(n-k)}}) \tag{A.2}
$$

$$
2(1 + nh(q)^{-1} q^{-\frac{n^2}{4}}) \leq \frac{|\mathcal{P}_q(n)|}{|\mathcal{G}_q(n, k)|} \leq 2(1 + nh(q) q^{-\frac{n^2}{4}}),
$$

where Equation A.2 follows from Equation 3.6. \hfill \Box

**Lemma 3.4.2.** Let $\overline{B}(t)$ denote the average size of a sphere of radius $t$ in $\mathcal{P}_q(n)$ as defined by Equation 3.5. We have,

$$
\overline{B}(t) \leq \left( \frac{3 - (-1)^n}{2} \right) \left( \sum_{i=0}^{t} q^{i^2 \left[ \ell \right]} + n^2 h^2(q) q^{-\frac{n^2}{4}} \right)
$$

**Proof.** Let $\ell = \left\lfloor \frac{n}{2} \right\rfloor$. We have,

$$
\overline{B}(t) = \frac{1}{|\mathcal{P}_q(n)|} \sum_{X \in \mathcal{P}_q(n)} |B_X(t)| = \sum_{X \in \mathcal{P}_q(n)} \sum_{k=0}^{n} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|}
$$
Thus,

\[
\mathcal{B}(t) \leq \sum_{X \in \mathcal{P}_q(n)} \sum_{k=\ell}^{n-\ell} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} + 2 \sum_{k=0}^{\ell-1} \frac{|\mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} \\
\leq \sum_{X \in \mathcal{P}_q(n)} \sum_{k=\ell}^{n-\ell} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} + \frac{3 - (-1)^n}{2} \sum_{k=0}^{\ell-1} \frac{n}{\sum_{j=\ell}^{n} [n]}
\]

\[
\leq \sum_{X \in \mathcal{P}_q(n)} \sum_{k=\ell}^{n-\ell} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} + \frac{3 - (-1)^n}{2} \sum_{k=0}^{\ell-1} \frac{h(q)q^{k(n-k)}}{q^{(n-k)}} \quad (A.3)
\]

\[
\leq \sum_{X \in \mathcal{P}_q(n)} \sum_{k=\ell}^{n-\ell} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} + \frac{3 - (-1)^n}{2} \sum_{k=0}^{\ell-1} \frac{h(q)q^{k(n-k)}}{q^{(n-k)}} \\
\leq \left( \frac{3 - (-1)^n}{2} \right) \left( \sum_{i=0}^{t} q^i \left[ \ell \atop i \right]^2 + n^2 h^2(q)q^{-\frac{n^2}{2}} \right), \quad (A.4)
\]

where Equation A.3 follows from the bound of Equation 3.6 and Equation A.4 follows from Theorem 3.1.1, and Lemma 3.4.3.

\[\square\]

**Lemma 3.4.3.** Let \( \mathcal{B}(t) \) denote the average size of a sphere of radius \( t \) in \( \mathcal{P}_q(n) \) as defined by Equation 3.5. We have,

\[
\mathcal{B}(t) \geq \left( \frac{3 - (-1)^n}{2} \right) \left( \sum_{i=0}^{t} q^i \left[ \ell \atop i \right]^2 \right)
\]

**Proof.** Let \( \ell = \left\lfloor \frac{n}{2} \right\rfloor \). We have,

\[
\mathcal{B}(t) = \frac{1}{|\mathcal{P}_q(n)|} \sum_{X \in \mathcal{P}_q(n)} |B_X(t)| = \sum_{X \in \mathcal{P}_q(n)} \sum_{k=0}^{n} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|}
\]

Thus,

\[
\mathcal{B}(t) \geq \sum_{X \in \mathcal{P}_q(n)} \sum_{k=\ell}^{n-\ell} \frac{|B_X(t) \cap \mathcal{G}_q(n, k)|}{|\mathcal{P}_q(n)|} \\
\geq \left( \frac{3 - (-1)^n}{2} \right) \sum_{i=0}^{t} q^i \left[ \ell \atop i \right]^2, \quad (A.5)
\]

where Equation A.5 follows from Theorem 3.1.1. \[\square\]
Appendix B

A Survey of Existing Bounds on the size of \((n, d, k)\) and \((n, d)_{d_S}\) Codes

Since for projective space codes, \(A_q(n, d, k) = A_q(n, d, n-k)\), when dealing with \(A_q(n, d, k)\), we may safely assume \(k \leq n/2\). The following sphere-packing bound for \(A_q(n, d, k)\) is given in [11].

**Theorem B.0.1** (Sphere-packing bound). Let \(t = \left\lfloor \frac{(d-1)}{2} \right\rfloor\). Then

\[
A_q(n, d, k) \leq \frac{\binom{n}{k}}{B(t, k)} \leq \frac{\binom{n}{k}}{q^{t^2 \binom{k}{t} \binom{n-k}{t}}}
\]

In [18] a puncturing operation in \(G_q(n, k)\) is defined that reduces by one the dimension of the ambient space and the dimension of each subspace in \(G_q(n, k)\). According to this puncturing operation, a punctured code obtained by puncturing an \((n, d, k)_q\) code is itself an \((n-1, d', k-1)_q\) code, where \(d' \geq d - 1\). If an \((n, d, k)_q\) code is punctured \(d - 1\) times repeatedly, an \((n - d + 1, d'', k - d + 1)_q\) code (with \(d'' \geq 1\)) is obtained, which may have size no greater than \(|G_q(n - d + 1, k - d + 1)|\). Thus the following Singleton-type bound is established [18].

**Theorem B.0.2** (Singleton bound).

\[
A_q(n, d, k) \leq \binom{n - d + 1}{k - d + 1} = \binom{n - d + 1}{n - k}.
\]

It is further observed in [18] that this bound is always stronger than the sphere-packing bound of Theorem B.0.1 for nontrivial codes.

Since \(G_q(n, k)\) is an association scheme, the anticode bound of Delsarte [34] can be applied. Let \(C\) be an \((n, d, k)_q\) code. Then Delsarte’s bound implies that

\[
|C| \leq \frac{|G_q(n, k)|}{|\mathcal{A}|}.
\]
where $\mathcal{A} \subseteq \mathcal{G}_q(n, k)$ is any set with maximum distance $d - 1$ (called an anticode).

Note that, for all $U, V \in \mathcal{G}_q(n, k)$, $d(U, V) \leq d - 1$ if and only if $\dim(U \cap V) \geq k - d + 1$. Thus, we can take $\mathcal{A}$ as a set in which any two elements intersect in a space of dimension at least $k - d + 1$. From the results of Frankl and Wilson [35], it follows that, for $k \leq n/2$, the maximum value of $|\mathcal{A}|$ is equal to $\left\lceil \frac{n - k + d - 1}{d - 1} \right\rceil$. Hence, we have the following bound.

**Theorem B.0.3 (Anticode bound).**

$$A_q(n, d, k) \leq \left\lceil \frac{n}{k - d + 1} \right\rceil.$$

It is easy to observe that Delsarte’s bound also implies the sphere-packing bound as a special case, since a sphere $B_V(\lceil (d - 1)/2 \rceil, k)$ is (by the triangle inequality) an anticode of maximum distance $d - 1$. However, a sphere is not an optimal anticode in $\mathcal{G}_q(n, k)$, and therefore the bound of Theorem B.0.3 is always tighter for nontrivial codes.

The bound in Theorem B.0.3 was first obtained by Wang, Xing and Safavi-Naini in [29] using a different argument. The proof that Theorem B.0.3 follows from Delsarte’s bound is due to Etzion and Vardy [7].

As observed in [36], the anticode bound is always stronger than the Singleton bound for non-trivial codes in $\mathcal{G}_q(n, k)$.

An $(n, d, k)_q$ code $\mathcal{C}$ induces a binary constant weight code of length $q^n - 1$, weight $q^k - 1$, and minimum Hamming distance $2q^k(1 - q^{-d})$, having $|\mathcal{C}|$ codewords. This binary code is defined by taking as codewords the rows of the $|\mathcal{C}| \times q^n - 1$ incidence matrix between codewords of $\mathcal{C}$ and the nonzero vectors of $\mathbb{F}_q^n$. The classical Johnson bound on binary constant weight codes immediately implies a Johnson-type bound on $A_q(n, d, k)$ [36]. We also have the following Johnson-type bounds.

**Theorem B.0.4 ([7, 36]).**

$$A_q(n, d, k) \leq \frac{q^n - 1}{q^k - 1} A_q(n - 1, d, k - 1)$$

**Theorem B.0.5 ([7]).**

$$A_q(n, d, k) \leq \frac{q^n - 1}{q^{n-k} - 1} A_q(n - 1, d, k)$$

Theorems B.0.4 and Theorem B.0.5 may be iterated to give an upper bound for $A_q(n, d, k)$. However, as in the classical case of the Johnson space, the order in which the two bounds should be iterated is still an open problem. By iterating Theorem B.0.4 with itself, the following bound is established in [7, 36].
Theorem B.0.6 ([7, 36]).

\[ A_q(n, d, k) \leq \left\lfloor \frac{q^n - 1}{q^k - 1} \right\rfloor \cdot \left[ \frac{q^n - 1}{q^{k+1} - 1} \right] \cdot \left[ \frac{q^{n-k+d} - 1}{q^d - 1} \right] \cdot \left[ \frac{q^n - k}{q^{d-1} - 1} \right] \right\rfloor. \]

It is shown in [36] that Theorem B.0.5 improves on the anticode bound.

Let \( D \) be a nonempty subset of \( \{1, \ldots, n\} \) and let \( \mathcal{C} \subseteq \mathcal{G}_q(n, k) \) be a code. If, for all \( U, V \in \mathcal{C} \), with \( U \neq V \), we have \( d(U, V) \in D \), then we say that \( \mathcal{C} \) is a code with distances in \( D \). The following Lemma is given in [37].

Lemma 3.4.3 ([37]). Let \( \mathcal{C}_D \subseteq \mathcal{G}_q(n, k) \) be a code with distances from a set \( D \). Then, for a nonempty subset \( \mathcal{B} \subseteq \mathcal{G}_q(n, k) \) there exists a code \( \mathcal{C}_D^*(\mathcal{B}) \subseteq \mathcal{B} \) with distances from \( D \) such that

\[ \frac{|\mathcal{C}_D^*(\mathcal{B})|}{|\mathcal{B}|} \geq \frac{|\mathcal{C}_D|}{\binom{n}{k}}, \]

where, if \( |\mathcal{C}_D| = 1 \), then \( \mathcal{C}_D^* \) is a code with distances from \( D \) by convention.

In particular when \( \mathcal{C}_D \) is an \((n, d, k)_q\) code and \( \mathcal{B} \) is an anticode of maximum distance \( d - 1 \), then \( |\mathcal{C}_D^*(\mathcal{B})| = 1 \) and Delsarte’s anticode bound on \( \mathcal{G}_q(n, k) \) is obtained. Using Lemma 3.4.3 Ahlswede and Aydianian obtain the following bound:

Theorem B.0.7 ([37]). For integers \( 0 \leq t \leq d \leq k, \ k - t \leq m \leq n \),

\[ A_q(n, d, k) \leq \binom{n}{k} A_q(m, d - t, k - t) \]

\[ \sum_{i=0}^{t} q^{i(m-t)} \binom{m}{k-i} \binom{n-m}{i}. \]

It is shown in [37] that for \( t = 0 \) and \( m = n - 1 \), Theorem B.0.7 gives Theorem B.0.5.

Two linear Programming bounds, one for \( A^S_q(n, 3) \) and another for \( A_q(n, d) \) are derived by Etzion and Vardy Etzion and Vardy [7] Ahlswede and Aydianian [37] respectively.
Appendix C

Graph-Distance Property of the Injection Metric

Definition C.0.1 ([24]). Let $G(V, E)$ be a graph. Then a function $d : V \times V \mapsto \mathbb{N}$ is a graph distance (i.e. the graph geodesic) if and only if for all vertices $u, v \in V$ with $d(u, v) = d$, there exists some vertex $w \in V$ such that

$$d(u, w) = 1 \text{ and } d(w, v) = d - 1$$

Definition C.0.2. Let $\mathcal{P}_q(n)$ be a projective space over the finite field $\mathbb{F}_q$. We define the Generalized Grassmann Graph to be a graph with vertex set

$$V = \{ V : V \in \mathcal{P}_q(n) \},$$

in which there is an edge between $U$ and $W$ if and only if $d_I(U, W) = 1$.

Figure C.1 shows an example of the $G_{\mathcal{P}_2}(1)$ with $\mathcal{P}_2^2 = \{ V : V \in \mathbb{F}_2^3 \}$.

Theorem C.0.8. Injection distance $d_I(\cdot, \cdot)$ is the graph geodesic in the Generalized Grassmann Graph.

Proof. Let $\mathcal{P}_q(n)$ be a projective space of order $n$ and let $G_{\mathcal{P}}$ be the generalized Grassmann graph with vertex set $V = \mathcal{P}_q(n)$. By Definition C.0.1, in order to show that $d_I(\cdot, \cdot)$ is the graph distance in $G_{\mathcal{P}}$ we must show that for all vertices $U$ and $V \in V$ with $d_I(U, V) = d \geq 1$, there exists some vertex $W \in V$ in such that $d_I(U, W) = 1$ and $d_I(U, W) = d - 1$. Let $U$ and $V$ be two subspaces in $\mathcal{P}_q(n)$ with $d_I(U, V) = d \geq 1$. Assume, with no loss of generality, that $\dim U \geq \dim V$ and let $\dim U = l$. 
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First consider the case where \( \dim U > \dim V \) and let \( W \) to be an \((l-1)\)-dimensional subspace of \( U \) containing the space \((U \cap V)\). We have

\[
d_I(V, W) = \dim W - \dim(V \cap W) = (\dim U - 1) - \dim(U \cap V) = d - 1,
\]

where Equation C.1 is due to that fact that \( \dim V < \dim U \leq \dim U - 1 = \dim W \). Equation C.2 follows from the fact that \((U \cap V) = (W \cap V)\) since \((U \cap V) \subseteq W \subseteq U\). Finally Equation C.3 follows from the assumption that \( \dim U \geq \dim V \) and \( d_I(U, V) = d \).

On the other hand,

\[
d_I(U, W) = \dim U - \dim(U \cap V) = \dim U - \dim W = 1
\]

Next consider the situation where \( \dim U = \dim V \), in which case

\[
d_I(U, V) = \dim U - \dim(U \cap V) = \dim V - \dim(U \cap V).
\]

Let \( W' \) be the \((l - d + 1)\)-dimensional subspace of \( V \) that contains \((U \cap V)\). Note that we may construct \( W' \) by adjoining to \((U \cap V)\) any one of the \((q^l - q^{l-d})\) vectors that are
in $V$ but not in $U$. Now we may construct $W$ by adjoining to $W'$ a $(d - 1)$-dimensional space obtained by taking $(d - 1)$ linearly independent vectors from the set of $(q^d - q^{l-d})$ vectors that are in $U$ but not in $V$. By this construction, $W$ is an $l$-space that contains $W'$, with the property that $\dim(U \cap W) = l - 1$, and $\dim(V \cap W) = \dim W' = l - d + 1$. Hence we have

$$d_I(U, W) = l - \dim(U \cap W) = 1.$$ 

Moreover,

$$d_I(V, W) = \dim V - \dim(V \cap W)$$

$$= \dim V - \dim W'$$

$$= d - 1.$$ 

$\square$
Appendix D

Numerical Results

In Table D.1 we list our results for the rate of our non-constant-dimension codes. In this table $C_1$ denotes the lifted rank-metric codes [18] of maximum rate for the given parameters, $C_2$ denotes our $(n, d)_{d_3}$ lifted FD-Codes, and $C_3$ is our $(n, d)_{d_4}$ lifted FD-Codes. For a given ambient space dimension $n$ and minimum distance $d$, we have $\log_q |C_1| = \lceil \frac{n^2}{2} \rceil (\lfloor \frac{n}{2} \rfloor - d + 1)$. Rate computation of our codes as well as our choice of parameters have been discussed in Section 4.6. In Tables D.2 to D.12 we list our profile vectors for $C_3$. Profile vectors of larger lengths are represented via their hexadecimal values.
Table D.1: Rates of our non-constant-dimension codes
### Appendix D. Numerical Results

Table D.2: Profile Vectors for Our \((n, d)_{d_i}\) Codes with \(n = 5, 6, 7, 8, 9\)

| \(n = 5, \ d = 2\) | 11100, 10010, 11111, 01011, 01000, 00101 |
| \(n = 6, \ d = 2\) | 111000, 110110, 100100, 101101, 010101, 010010, 111111, 100011, 011011, 001110, 001001, 000000 |
| \(n = 6, \ d = 3\) | 111000, 111111, 000111, 000000 |
| \(n = 7, \ d = 2\) | 1111000, 1100100, 1010010, 0110000, 1110110, 1100011, 1010101, 1001000, 0101010, 0011100, 1101101, 1001110, 1011011, 1111111, 0000111, 0000100 |
| \(n = 7, \ d = 3\) | 1111000, 1111111, 1000111, 1000000 |
| \(n = 8, \ d = 2\) | 11110000, 11101100, 11001000, 11100011, 11011010, 11000110, 10101010, 10100100, 10011100, 00111000, 11111001, 11010101, 01100010, 01010100, 11110110, 10010010, 11001111, 01010110, 00001100, 11111111, 10000001, 01000000, 00111111, 00001111 |
| \(n = 8, \ d = 3\) | 11110000, 11001011, 00101100, 11111111, 10000010, 00110111 |
| \(n = 8, \ d = 4\) | 11110000, 11111111, 00001111, 00000000, |
| \(n = 9, \ d = 2\) | 111110000, 111001000, 110100100, 111011000, 110010000, 101100000, 111000110, 110101010, 110011100, 101011000, 011100010, 111100001, 111011010, 101101001, 111010101, 11011001, 011010010, 011001000, 110110110, 110010011, 011100101, 001110100, 001011000, 100110101, 010011010, 000110100, 101000010, 100001100, 011001100, 011110100, 11100111, 010001101, 000110011, 101111110, 100101111, 100000010, 001011101, 11111111, 011111101, 010011111, 010000011, 010000000, 001111010, 001000001 |
| \(n = 9, \ d = 3\) | 111110000, 110001100, 111000111, 001101000, 11111111, 100111100, 100100011, 100010000, 010011011, 001010110 |
| \(n = 9, \ d = 4\) | 111110000, 11111111, 100001111, 100000000 |
Table D.3: Profile Vectors for Our \((n,d)_{d_i}\) Codes with \(n = 10, 11, 12\)
### Table D.4: Profile Vectors for Our \((n,d)_d\) Codes with \(n = 13, 14\)

| \(n = 13\), \(d = 3\) | 1FC0, 1E30, 1D08, 7A0, 1F2C, 19A4, 1F13, 1CA9, 1A80, 1E8C, 1B68, 18D8, 1D92, 1E8F, 1C46, 1971, 13B8, 1350, 1A95, 1705, E41, 1AE3, 16A6, 163C, 15F4, 156A, 1E8F, 1494, 1460, 5C9, 1BB, 6F1, 1FE5, 19CD, 1B06, 1C4, 1BD6, 191E, DA7, 930, 8E2, 618, 122C, 53C, E76, C5B, 7DA, 333, 1D3F, F6B, 1813, 124B, C04, 2D6, A8, 1FFF, 13FB, 123F, 1102, BBD, 82F, FFF, 483, 240, 79 |
| \(n = 13\), \(d = 4\) | 1FC0, 1C38, 3B0, 1E27, E04, 70B, 1FFF, 1D9E, 1B79, 1883, 129D, 1176, 1148, 6FA, 1FE5, 80 |
| \(n = 13\), \(d = 5\) | 1FC0, 1FFF, 1C3E, 1821, 31D |
| \(n = 14\), \(d = 3\) | 3F80, 3E70, 3C48, 3A20, 3964, F60, 3D8E, 3D43, 3530, 38B8, 3358, 1AD0, 3D1C, 3B29, 3ACC, 362C, 34E2, 3EA3, 3BD1, 31C0, 2E14, 1CA4, 1E45, 1D00, 3FB4, 3699, 2DB1, 2DA2, 2BE2, 1B0C, E88, 3A13, 27D4, 17E1, 328A, 26C1, 1F26, 19C9, D92, 2702, 23A4, 3F5A, 3CD6, 370F, 319F, 2FD5, 1A6A, 1F19, 2CS8, 2951, 1B9A, 1546, 4F0, 390, 3405, 28C6, 14DC, 7CA, 3FC7, 3C3F, 3267, 1AB5, 1923, E93, 5A9, 2272, B87, 938, 644, 32FA, 3018, 2880, 2479, 1B7C, 349, 3EF9, 35F3, 29CF, 157A, 142A, 2A3E, 1816, 1239, C76, C43, 162, AC, 33ED, 2EEE, 14AF, 627, 23B7, 185F, 375, 3FFF, 39FE, 277F, 210F, 20A3, 1DDD, 1203, 1040, FBB, 86D, 6FD, 421, DB |
| \(n = 14\), \(d = 4\) | 3F80, 3C78, 3E47, E64, 3D0, 3842, 3333, 321C, 1955, 1528, 29CB, 12E9, C9A, 3BF4, 3FFF, 35AF, 2601, 24B5, 17DA, 1084, F3D |
| \(n = 14\), \(d = 5\) | 3F80, 3CAF, 370, 3FFF, 300C, 23BE, 8AB |
| \(n = 14\), \(d = 6\) | 3F80, 3FFF, 307E, 2041 |
| \(n = 14\), \(d = 7\) | 3F80, 3FFF, 7F, 0 |
## Appendix D. Numerical Results

**Table D.5: Profile Vectors for Our \((n, d)_d\) Codes with** \(n = 15\)

<table>
<thead>
<tr>
<th>(n = 15,\ d = 3)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7F80, 7C60, 7A10, 7E58, 7348, 7500, 1F40, 7B64, 7951, 7498, 72F0, 69C0, 6730, 7E23, 7DF0, 6E0C, 3AC4, 36A0, 7645, 71A4, 5A88, 4ED0, 3B22, 7CAC, 78CA, 7529, 5E34, 5C84, 6CB1, 5D4C, 35C2, 67E8, 5762, 7F15, 7EC6, 7BC9, 7987, 6D26, 6642, 65D4, 5992, 2F61, 7316, 7283, 6BD2, 2DA8, 5B05, 4E20, 3C0A, 5BB1, 52C0, 4788, 793A, 74D3, 6B0B, 3A99, 3880, 3170, 1791, BB0, 7FAA, 47B8, 37B4, 2C50, 2B08, 1EC3, 19E1, 4FC5, 3FOE, 76B9, 6856, 579A, 4D11, 1CF8, 172C, 5E0, 6829, 60B0, 5C1B, 5432, 363A, 2E96, 26C9, 7567, 6C4F, 61E3, 5449, 39DC, 3189, 2D5A, 1924, 1618, 77DC, 6BBC, 62AD, 611C, 5A57, 4AE6, 4364, 3C75, 2705, 1A5A, EA5, 7E6D, 7C9F, 7B73, 678F, 6676, 6204, 4EC, 34A7, 3235, 239A, 1386, 4DAB, 671, 350, 5B2F, 5803, 519D, 33AB, 304C, 294D, 28A6, 1FEC, D02, C3C, 635D, 5AFA, 4A33, 3CEB, 2FB3, C89, 680, 5028, 316E, 1A6D, 1855, 2AC, 51F6, 4F5B, 4587, 365F, 1937, 1779, F1D, A46, 756, 68F7, 4840, 2493, 773F, 5067, 4295, 188F, 15CF, 323, CA, 6FF9, 42DB, 2A7B, 2421, 34, 5FE7, 4181, 55FB, 440E, 2F7E, 25FD, 2100, 1BDF, 6BF, 53B, 3F5, 96A, 7FFF, 79FE, 3D14</td>
<td></td>
</tr>
<tr>
<td><strong>n = 15, d = 4</strong></td>
<td></td>
</tr>
<tr>
<td>7F80, 7870, F60, 7C47, 364C, 6C08, 7639, 1C94, 3310, 7B6C, 656A, 62C2, 1AA9, 6355, 79B3, 64A5, 590E, 4CD9, 2E13, 55F4, 15C3, 678F, F0, 3ADA, 4AB6, 7FFF, 6EF5, 5F5B, 5045, 4200, 4139, 107F, 903, 22E</td>
<td></td>
</tr>
<tr>
<td><strong>n = 15, d = 5</strong></td>
<td></td>
</tr>
<tr>
<td>7F80, E70, 7C1F, 706C, 7FFF, 6803, 63FA, 1B67, 1508, 129B</td>
<td></td>
</tr>
<tr>
<td><strong>n = 15, d = 6</strong></td>
<td></td>
</tr>
<tr>
<td>7F80, 7FFF, 707E, 6041</td>
<td></td>
</tr>
<tr>
<td><strong>n = 15, d = 7</strong></td>
<td></td>
</tr>
<tr>
<td>7F80, 7FFF, 407F, 4000</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 3</td>
<td></td>
</tr>
<tr>
<td>FF00, FCE0, F890, F440, F2C8, FBD0, EA60, F170, E6B0, 3EC0, FA83, FA38, F598, EC58, E9C4, D5A0, FE8C, F654, F3A4, E380, 7C28, F949, F768, F486, E7C1, CE88, B9A8, FFA1, F3D4, D400, 9DD0, F825, F523, F10C, DC32, D942, CF70, 6E10, 5BE0, DE4A, DD85, DA51, B662, B618, AD30, 9E4, 6D82, 3B20, EE26, D392, 6F8A, 6748, FC53, E9B1, CD04, AF94, 7A06, D61, FF46, EF19, E605, E32A, D629, B341, AC80, 7511, 5B18, EDC8, BC03, AB52, 72A1, 5670, E80A, BEB2, 9B4C, 6B34, 6940, 3F64, 3E31, 3588, EB63, DE65, C746, BD0E, B0E4, 6ED2, 5CCC, 5C81, 5702, 4F91, 3954, F30F, EE8F, DBA5, CCC3, B110, AE69, 9F13, 3B85, DE0, F9EC, C4D4, B8DC, B2F1, 98C8, 87E8, 71C3, 6E0B, 68A4, 27A4, F5F2, F01B, DCB9, D0BC, CAEC, AA99, 9FC9, 7996, 7080, 51D0, 3604, FF9A, FC2F, F6CB, F06E, E4AD, C929, B44D, A1D8, 9A2A, 92B0, 8F42, 7C1D, 7AE9, 7793, 6B8C, 3C9A, 1D49, 1D00, E031, C51A, C258, B9C7, 735A, 46C0, FED5, CA1E, C428, A4AA, 65F4, 629C, 5B47, 556A, 3716, 31B2, 1C34, B90, F0B7, ED97, D026, C535, C38D, A8B6, A593, 973C, 8B86, 76E6, 6466, 5F5C, 4AB2, 3DF8, 3252, 2C4C, 1D43, FDF9, F375, E157, C69B, A27C, A240, A162, C7A7, B7DC, A6CE, 95E6, 8721, 75CD, 6EB5, 6222, 578E, 3B2B, 3819, 2C95, 2AE3, 22E8, 1A65, 1348, 754, EA5F, DAF3, A57A, 9A76, 46E5, DB9D, CCF6, BB7A, ABAD, A416, 98EB, 53B9, 49DA, 3E4F, 2470, 18A2, 1693, D1DB, C092, 9195, 8C6E, 8951, 58F5, 5637, 5121, 14C6, E09, D73B, C100, AE7E, 9327, 636D, 524B, 5215, 487C, 432C, 32AE, 292E, 1C57, 3C3, DDE7, 96D7, 8D5D, 8864, 687B, 515D, 2339, F3A3, 1C4, FF37, E4FF, C93F, 9079, 7CDE, 5FB6, 4830, 44B9, 2D37, FBCF, EBF6, A63F, A98D, 79BB, 6107, 4373, 1A9F, 620, BABF, 910B, 4863, 141A, 70F, 526, 2128, 16FA, 2A5, DFFC, B76F, 900C, AFCF, 3F3D, 245B, 28A9, D9, 8BDE, 63BE, 5E7F, 48AF, 317F, 2B06, 27EB, 89E, FFFF, AFFB, 8411, 8257, 404E, 2010, 1043, 881, 1ED</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 4</td>
<td></td>
</tr>
<tr>
<td>FF00, FCE0, F890, F440, F2C8, FBD0, EA60, F170, E6B0, 3EC0, FA83, FA38, F598, EC58, E9C4, FF00, F8F0, E4C8, FC87, 3C0, 33D0, F24B, D2A4, F010, E7E1, C960, 7846, 6A38, D599, FE6C, E436, CEAA, B1AA, 9678, AED1, EB9C, AD53, 69A5, 1D49, F14, FB33, 9BC5, B81D, AA83, 5727, 560A, 3A8, 3FC8, A440, F0FF, 2665, C96F, 2E3F, 2542, FFFF, DF0D, 9107, 8484, 480D, 43CE, 4100, 40B3, 3DF5</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 5</td>
<td></td>
</tr>
<tr>
<td>FF00, F88F, 38F0, 7C0, E473, C2EC, FFFF, E020, DDF8, A11E, 5419, 3F67, 13DB, A27</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 6</td>
<td></td>
</tr>
<tr>
<td>FF00, FFFF, F0FC, C0C3, 3030, FF3</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 7</td>
<td></td>
</tr>
<tr>
<td>FF00, FFFF, C0FE, 8081</td>
<td></td>
</tr>
<tr>
<td>n = 16, d = 8</td>
<td></td>
</tr>
<tr>
<td>FF00, FFFF, FF, 0</td>
<td></td>
</tr>
</tbody>
</table>

Table D.6: Profile Vectors for Our \((\mathbf{n}, \mathbf{d})_d\) Codes with \(n = 16\)
<table>
<thead>
<tr>
<th>Appendix D. Numerical Results</th>
</tr>
</thead>
</table>

Table D.7: Profile Vectors for Our \((n,d)\_d\) Codes with \(n = 17\)
<table>
<thead>
<tr>
<th>$n = 17$, $d = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1FF00, 1F0E0, 1CC90, 3EC0, 1F887, 1FCD8, F808, 1AA58, 1E6B1, E68C, 7530, 1D839, 1C340, D954, 1CDE4, 1A924, 19628, 169D1, CE62, 1F563, 1E456, 1D3C9, 1ACAA, 15A8A, 1B19C, 17A74, 15651, B54A, 9DA1, 1DBBB2, 1A383, 16E4B, 6B29, 1D61F, 1F7AC, 13C0D, B665, F20, 137D2, 1C32E, 19843, 13180, 1EF55, 7317, 1BB4E, 11F27, A2B0, 9F78, 9E96, 15406, 1F87F, 107B4, 61C6, 9D8C, 59D, 79EA, 9450, 52A5, 12D9F, 12461, E1B, E4, 1FFFF, 1CFEB, 18AFD, 18800, 1808D, 1407C, 110F7, E17D, C023, BFF6, 7F3B, 66FE, 4218, 2816, FCD</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 17$, $d = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1FF00, 1E0F0, 3CC8, 1F81F, F30, 1C6C7, D284, 33A3, 199E9, CC2E, 5955, 1FFFF, 1E7BC, 1A803, 1F73, 14440, 1261D, B67A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 17$, $d = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1FF00, EE0, 1F09F, 1FFFF, 1C018, 18167, 4F7E</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 17$, $d = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1FF00, 1FFFF, 1C0FE, 18081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 17$, $d = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1FF00, 1FFFF, 100F0, 10000</td>
</tr>
</tbody>
</table>

Table D.8: Profile Vectors for Our $(n, d)_4$ Codes with $n = 17$ (cont’d)
Table D.9: Profile Vectors for Our \((n, d)_{dt}\) Codes with \(n = 18\)
### Appendix D. Numerical Results

<table>
<thead>
<tr>
<th>$n = 18$, $d = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3F1E0, 3C990, 3A540, 3F907, F948, 3ED58, 1F080, E7A0, 3E493, 3E02C, 3CF A1, 3A2D8, 3958C, 35860, 3D319, 38B64, 33938, 3EC0, 3FAD1, 36B8C, 35552, 33382, 2CC8E, 16DC1, 3BCB4, 39C63, 2D2C4, 29FD0, 3F78A, 19AA8, 34688, 2EB32, 27E45, 1F055, 3FF64, 2B230, 26B00, F8A3, EC14, 37669, 1EA4B, 1B41A, 5F11, 356A6, 29C08, 1DECC, 34C35, 33A56, 2D81E, 1A8C6, 136B1, 3E23F, 38A03, 2BA2D, 2AD0B, 1C272, 14F2A, 274DC, 27403, 21768, 1C387, 1B753, 9D26, DB0, 3ACCF, 13905, C640, 6A65, 2A476, 259CB, 1A73C, 6A9A, 31E9B, 31110, 1D9BA, 16EF2, 37DB3, 25F3C, 243F1, 12624, 107D4, 752D, 3F87, 3D55F, B6EA, 3162, 393E7, 2C059, 12858, FDE9, 519C, F3B5, 787F, 1A20, A30E, 3C9, 3216F, 284A5, CD9D, 3DEAF, 91D3, D4, 3FFFF, 3EBFA, 349FD, 33FDD, 300BB, 2C3DE, 2BE7B, 2A002, 267EF, 24036, 2261D, 18029, 1444F, 14000, 135FE, CF77, 4883, 1ADD,</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 18$, $d = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3E1F0, 3F10F, 79C0, 195A8, 31DC3, 3C104, 1E30, 1CAA7, E83C, C752, 28BBC, 3DCEC, 35059, 3FAD3, 38F39, 32492, 1A261, 13395, 7467, 3FFFF, 367BE, 25B76, 23008, 2092B, 12E5E, BF6F, 468D, E6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 18$, $d = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3F03F, 39E0, 3FFFF, 3FF8, 381C7, 38038, 7FC7, 651E, 6201</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 18$, $d = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3FFFF, 3C1FC, 30183</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 18$, $d = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3FFFF, 301FE, 20101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 18$, $d = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3FE00, 3FFFF, 1FF, 0</td>
</tr>
</tbody>
</table>

Table D.10: Profile Vectors for Our $(n, d)_{d_1}$ Codes with $n = 18$ (cont’d)
### Appendix D: Numerical Results

<table>
<thead>
<tr>
<th>(n = 19, \ d = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, 7E1C0, 79920, 7F9B0, FD80, 7F107, 7C410, 7D568, 77038, 79591, 73280, 3D894, 357A0, 1F260, 7C8A9, 71CC8, 6ACB0, 36B10, 7CB51, 7B2E1, 3B5C0, 7E3C3, 7A334, 79252, 74A64, 72D61, 6E80C, 6B958, 7E49C, 3AC42, 7F7C4, 7AB8A, 6D38C, 5CD0A, 6A701, 678E2, 5C6F0, 6D445, 67D89, 57554, 52F84, 2E685, 76293, 5B883, 2EF0E, 2DA00, 19F41, 79F23, 64E82, 37349, 1EC25, 7AE78, 57AD8, 75C35, 64F38, 56840, 4B7C2, 47B21, 2F532, 7771A, 6E62B, 69ED4, 5560C, 4EAC5, 3C746, 2BA2A, 1B818, 7DE99, 7DA4E, 43E50, 36489, 18E40, 65148, 5BC66, 7E83F, 6366C, 5EF0D, 3BC1B, 3A100, 682E8, 55192, 4B420, 1DF92, 139F0, 59A1D, 2E0A2, 2B9A5, 7FB69, 61D16, 58344, 37EAC, 26564, 1E8E7, 7168F, 2B0D1, 29634, 27E47, 17C00, 6DO0B, 4F771, 3692E, 1D873, C970, 51B6A, 33FD1, 31C05, 24DD1, 1C339, 185D8, 7603, 7855F, 64B7A, 589D6, F4E9, 5AC9, 7BD8F, 4F2B6, 458A4, 3A0FA, 72027, 60990, 28E8D, 7114, 7E7B3, 761E0, 5264B, 3E3E3, 30E33, 3070A, 13727, 12CCF, 2BF28, 5599F, 4FFAA, 3285D, 31070, 71C7F, 6C3A0, 6BB57, 527B9, D12E, 66D76, 3D4F6, 2A797, 15400, 89B9E, 3882, 792FF, 5808A, 57AE7, 2D33F, 611AB, 242D4, 1C5AF, 12531, C509, E14, 77CFA, 63ABB, 4A173, 114E6, CA17, BF3C, 4349D, 1F65F, 17D6B, A252, E8, 6CBFC, 64021, 5ADF5, 441FC, 313FC, 7FFFF, 7EF5E, 7FF5F, 604F7, 60446, 5427F, 4F9F9, 48EEF, 48800, 4803D, 4231E, 40A63, 34FCF, 2BF5B, 14226, 1405B, 109AD, 9045, 5CDE, 2C53A, 3038</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n = 19, \ d = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, 7C1E0, F9900, 7B187, 73108, 7CC1F, 3E60, 779D8, 3A85C, 3C410, 334B2, 1A789, 76273, 69939, 1D24A, 15D45, 70A91, 68D06, 7D7B1, 664CD, 26B2A, 7A76C, 4DCE3, 496D4, 38FD2, 4E225, 3D0, 67F47, 1DBAC, 6F0FF, 7FFFF, 60820, 5BF9E, 5162F, 50076, 49083, 42FB5, 2557E, 600E, 3ADB, 9ADF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n = 19, \ d = 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, F1C0E, 7E11F, 709D8, 1F10, 7FFFF, 79DE6, 78026, 67AF9, 494BD, 46009, 44B67, 137D3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n = 19, \ d = 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, 7FFFF, 7C1FC, 70183, E070, 3FF3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n = 19, \ d = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, 7FFFF, 701FE, 60101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n = 19, \ d = 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7FE00, 7FFFF, 401FF, 40000,</td>
</tr>
</tbody>
</table>

Table D.12: Profile Vectors for Our \((n, d)_{d_t}\) Codes with \(n = 19\)
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